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Preface

The conference “Materials, Systems and Structures in Civil Engineering – MSSCE 2016” is part of the RILEM week 2016, which consists of a series of parallel and consecutive conference and doctoral course segments on different topics as well as technical and administrative meetings in several scientific organizations. The event is hosted by the Department of Civil Engineering at the Technical University of Denmark and the Danish Technological Institute and it is held at the Lyngby campus of the Technical University of Denmark 15-29 August 2016.

This volume contains the proceedings of the MSSCE 2016 conference segment on “Service Life of Cement-Based Materials and Structures”, which is organized by COST Action TU1404 (www.tu1404.eu). This COST Action is entitled: “Towards the next generation of standards for service life of cement-based materials and structures”, dedicated to assist deepening knowledge regarding the service life behaviour of cement-based materials and structures. The main purpose of this Action is to bring together relevant stakeholders (experimental and numerical researchers, standardization offices, manufacturers, designers, contractors, owners and authorities) in order to reflect today's state of knowledge in new guidelines/recommendations, introduce new products and technologies to the market, and promote international and inter-speciality exchange of new information, creating avenues for new developments. The COST Action is basically divided in three main workgroups targeted to this purpose:

WG1 – Testing of cement-based materials and RRT+
WG 2 – Modelling and benchmarking
WG 3 – Recommendations and products

The activities of TU1404 started in November 2014 with a kick-off meeting in Brussels. Since then, three major meetings have taken place, as to promote networking and scientific discussions among participants: April 2015 in Ljubljana, Slovenia; September 2015 in Vienna, Austria; March 2016 in Zagreb, Croatia.

Also, two important instruments of the Action are now under way: the Extended Round Robin Testing Program (RRT’), and the numerical benchmarking. The RRT’ is currently involving 43 laboratories and has involved shipment of more than 100 tons of raw materials. An initial phase of testing has been finished already, and laboratories are shifting focus to the main experiments of this extended program. The numerical benchmarking program has also begun and will soon interact with the RRT’ program and even extend beyond it.

The present conference segment deals with a wide breadth of topics related to the service life of concrete, comprising aspects related to the 3 Workgroups mentioned above. The conference segment is attended by 80 presenters from university, industry and practice representing more than 30 different countries. All contributions have been peer reviewed.
It should be mentioned, that these proceedings do not contain all the papers that have been submitted in the scope of COST TU1404 in MSSCE2016. Due to scheduling and organization issues, as well as affinity with topics of other segments, some of the papers were moved. A separate set of electronic proceedings shall be prepared to include all papers related to COST TU1404, and will be made available in the website of the Action (www.tu1404.eu).

Miguel Azenha  Ivan Gabrijel  Dirk Schlicke  Terje Kanstad  Ole Mejlhede Jensen

August 2016, Lyngby, Denmark
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Welcome

Were you aware that a part of your daily language is likely to be in Danish? A thousand years ago the Danish word “Vindue” came along with the Vikings to England. Several hundred years later it reached North America, and from there – just two to three decades ago – almost every person in the world learned to understand and pronounce this word: “Windows”, which etymologically means “an eye to the wind”.

As a child your career as construction professional may have started with LEGO, and before you went to bed, your mother told you the unforgettable fairytales of H.C. Andersen. You may have grown up with the delicious taste of Lurpak butter on your bread, and though you might find it strange that “God plays dice with the Universe”, hopefully your school teacher told you that on this topic Einstein was flat out wrong and Niels Bohr was right. Right now you may prefer to be sitting in the sun with a chilled Carlsberg beer in your hand, enjoying the iconic view of the Sydney Opera House. All of it is Danish made, and many things around you at home, if not made in Denmark, were probably brought to you by Maersk, the world’s largest shipping company, the modern Danish Viking fleet.

Though Denmark is one of the world’s smallest countries, yet it stands – along with your country – among the greatest. On top of a thousand years of outreach from Denmark, your visit to the Danes is most welcome. On your approach to Copenhagen airport you had a view to wind turbines harvesting green energy, you saw record breaking bridges, and perhaps you got a glimpse of the island Ven where the nobleman Tycho Brahe literally speaking changed our view of the world through perfection of astronomical observations with his naked eye. In Copenhagen you may appreciate a walk in the fairytale amusement park TIVOLI, and in the Copenhagen harbour you may have a rendezvous with a Little Mermaid.

Of all things in Denmark you will surely enjoy the conference and doctoral courses Materials, Systems and Structures in Civil Engineering, MSSCE 2016 which are held in conjunction with the 70th annual RILEM week. On this occasion RILEM celebrates its 70 years birthday and thus maintains generations of experience. However, new activities and the in-built diversity keep RILEM fresh and dynamic like a teenager.

The event takes place in northern Copenhagen, Lyngby, at the campus of the Technical University of Denmark, 15-29 August 2016. MSSCE 2016 aims at extending the borders of the RILEM week by including doctoral courses, by involving a palette of RILEM topics in the conference and workshop activities, and by collaborating with other scientific organizations. The insight and outlook provided by this event make it RILEM’s technical and educational activity window.

It is a pleasure to share with you what is unique to RILEM and Denmark!

Ole Mejlhede Jensen, Technical University of Denmark
Honorary president of RILEM 2016, Chairman of MSSCE 2016
VOLUME STABILITY OF ALKALI ACTIVATED PORTLAND CEMENT CONCRETES WITH ALKALI-SUSCEPTIBLE AGGREGATES

Pavel Krivenko (1)

(1) Kyiv National University of Construction and Architecture, Scientific Research Institute for Binders and Materials, Ukraine

Abstract

The paper presents the results of study on the influence of metakaolin additive on volume stability and strength characteristics of alkali activated portland cement concrete with alkali-susceptible aggregates with basalt as example. The structure-forming processes in an interfacial transition zone of the concrete "alkali activated portland cement – cast basalt bar" have been studied. The results of study allowed to reveal a positive effect arising from corrosion of the alkali-susceptible basalt bar in case of modification of the alkali-activated portland cement by a metakaolin additive. These conclusions are supported by data on interaction of structure forming processes in the interfacial transition zone and physico-mechanical characteristics of the concrete made with the alkali-susceptible aggregate (cast bar from basalt rock). A mechanism of AAR in case of alkali-susceptible aggregates in alkali-activated portland cement concretes modified by active Al₂O₃-containing additive (metakaolin) has been described and discussed in details.

1. Introduction

The fact that aggregates for concrete containing amorphous silica in the form of opal can enter into reaction with the alkalis (Na₂O, K₂O) contained in the cement was first discovered and studied by STANTON [1]. As a result of this reaction a concrete expands in volume, cracks appear in it and its load carrying ability declines.

The results of experimental studies held by many researchers [2–5] allowed to formulate basic fundamentals of the mechanism of alkali-aggregate reaction (AAR):

- a cement itself, concrete additives and external aggressive environment are a source of alkalis;
allowable contents of alkalis in portland cement (calculated on Na$_2$O-equivalent (Na$_2$O + 0.658 K$_2$O) is restricted by a value ≤ 0.60%. In case of blended cements this value may reach 2%;

- the expansion process is accompanied by osmotic pressure, which is created by a viscous-flow (plastic) gel of the alkali metal silicate formed as a result of reaction. The gel acts as a semi-permeable membrane, through which ions of OH$^-$, K$^+$, Na$^+$ can penetrate in a direction of a surface of the reaction- susceptible aggregate. First of all, the alkali metal silicate fills in the surrounding pore space, and only after a pressure of expansion occurs;

- an important role in the above described process is played by a free Ca(OH)$_2$, present in the cement stone, which, first of all, enhances semi-permeable properties of the membrane, secondly, enables the formation of additional quantities of alkali as a result of exchange reactions between Ca(OH)$_2$ and alkali metal salts, which can be introduced into the concrete within various additives (plasticizers, accelerators of hardening, anti-freeze additives, etc.);[5];

- minimization of the expansion effect is reached through an introduction into the cement composition of various active mineral additives of sedimentary and volcanic origin (limestone with small amounts of amorphous silica, zeolites, perlite, tuff, pumice, etc.), as well as of man-made origin (fuel ashes, metallurgical slags, amorphous silica, etc.).

An effect of these additives is based, first of all, on their high reactivity with regard to alkali metal hydroxides. This promotes a homogeneous distribution of the reaction products in a concrete, thus preventing a harmful attack of alkalis of coarse alkali-susceptible aggregate. Secondly, pozzolana additives bind free Ca$^{2+}$- ions. This results in the decrease of CaO/SiO$_2$-ratio and stable binding of Na$^+$ and K$^+$ within the C-S-H-phases.

The described views on the mechanism of AAR were accepted by scientists for many years as basic prerequisites for developing recommendations as to prevention of hazardous consequences of this reaction and did not allow to substantiate the application of new cements (alkali activated ash- and slag cements, geocements, geopolymers, etc.), within which the contents of alkalis are considerably higher than those of traditional cements.

Nevertheless, known in the art are attempts to explain corrosion processes in case of alkali-susceptible aggregates in the presence of alkalis not only from the point of view of quantitative contents of alkalis and free Ca(OH)$_2$. So, MALEK and ROY [6] studied a role of Al$_2$O$_3$, being dissolved from a feldsparthoid stone and established that with increase in Al$_2$O$_3$/SiO$_2$ the AAR transforms from a destructive into constructive one. Later, the results of works reported in [7–11] showed that a possibility of formation in the interfacial transition zone of the alkaline or mixed alkaline – alkaline earth aluminosilicate hydrates depends not only upon aggregate type, but composition of the aluminosilicate component of the alkali activated cement. A conclusion was drawn that by regulation of the Al$_2$O$_3$-content within the aluminosilicate component of the cement by introduction of the active Al$_2$O$_3$-containing additives it became possible to prevent destructive consequences of the AAR in concretes even with high content of alkalis in the cements under study. This may be applicable in equal extent to the alkali activated portland cement.
Purpose of the study were comparative tests of volume stability and to reveal specific features of corrosion processes in case of alkali-susceptible aggregates taking place in the concretes made from traditional portland cement and alkali activated portland cement and to study a possibility to prevent destructive processes in concretes made from cements with the increased contents of alkalis due to introduction into the cement composition of Al₂O₃-containing additive – metakaolin.

2. Raw materials and testing technique

Used in the studies as aluminosilicate component of the alkali activated portland cement was a strength class 42.5 ordinary portland cement. A specific surface of the portland cement was under control with the help of a Blaine apparatus and varied within the range of 320…350 m²/kg.

In testing compressive strength, a basalt rock (fraction ≤ 2.50 mm) was used as aggregate. A glassy bar from cast basalt was used to simulate an interfacial transition zone and to study it. A ratio between the cement and aggregate was taken as 1:3.

Used as alkaline activator in the cement was sodium soluble glass (SG) in a form of solution with silicate modulus Ms=2.87 and ρ=1300 kg/m³.

A metakaolin was used as an active mineral additive. A quantity of the metakaolin additive in the cement was 15% by mass. A specific surface of the metakaolin was of around 1860 m²/kg. Chemical composition of raw materials is given in Table 1.

Table 1: Chemical composition of raw materials.

<table>
<thead>
<tr>
<th>Raw material</th>
<th>Oxide content, % by mass</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Basalt (natural rock)</td>
<td>SiO₂  50.20</td>
<td>Al₂O₃ 14.00</td>
<td>Fe₂O₃ 6.34</td>
<td>MnO 0.24</td>
<td>CaO 6.35</td>
<td>MnO 0.71</td>
<td>CaO 2.27</td>
<td>MnO 0.08</td>
<td>CaO 0.55</td>
<td></td>
</tr>
<tr>
<td>cast basalt (from melt)</td>
<td>SiO₂  50.00</td>
<td>Al₂O₃ 15.30</td>
<td>Fe₂O₃ 6.23</td>
<td>MnO 0.30</td>
<td>CaO 9.21</td>
<td>MnO 0.77</td>
<td>CaO 2.18</td>
<td>MnO 0.15</td>
<td>CaO –</td>
<td></td>
</tr>
<tr>
<td>portland cement</td>
<td>SiO₂  21.80</td>
<td>Al₂O₃ 5.30</td>
<td>Fe₂O₃ 6.23</td>
<td>MnO 9.21</td>
<td>CaO 5.58</td>
<td>MnO 0.77</td>
<td>CaO 2.18</td>
<td>MnO 0.15</td>
<td>CaO –</td>
<td></td>
</tr>
<tr>
<td>metakaolin</td>
<td>SiO₂  55.10</td>
<td>Al₂O₃ 35.40</td>
<td>Fe₂O₃ 4.27</td>
<td>MnO 3.01</td>
<td>CaO 65.90</td>
<td>MnO 11.10</td>
<td>CaO 0.22</td>
<td>MnO 0.99</td>
<td>CaO 0.20</td>
<td></td>
</tr>
</tbody>
</table>

The interfacial transition zone was studied with the help of a scanning electron microscopy. Thin sections were cut from the specimens “cement-aggregate” – 1:2 to study an interfacial transition zone. Above, elemental distribution in the interfacial transition zone and its microhardness were studied.

The study of hydration products in the interfacial transition zone between the alkali-susceptible aggregate and the cement stone was done with the use of X-ray analysis. One more model of the interfacial transition zone (the specimens containing a mix of ground basalt powder and the cement taken in a ratio 1:1 mixed with the soluble glass) was used in the study. Curing conditions – 360 days of continuous treatment at t= 38±3 °C and RH= 100%.
Determination of strength was done on beam specimens 25×25×255 mm (cement: aggregate= 1:2 by mass). Two days after the specimens were taken from the molds and placed for further hardening at t = 38 ºC and RH ≈100% into thermostats.

Linear deformations were measured using a digital strain gauge to an accuracy of up to 0.01 mm. Basic measurement was taken 2 days after the molding immediately after the specimens were taken from the molds. Curing conditions – the same as used in the determination of strength.

3. Results and discussion

3.1 Volume stability and strength.

The results of changes in strength characteristics and deformations of the specimens are given in Table 2.

<table>
<thead>
<tr>
<th>Nos</th>
<th>Composition</th>
<th>Compressive/flexural strength, MPa, after, days</th>
<th>Deformations: shrinkage (−)/expansion (+), mm/m, after, days</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>portland cement + H₂O</td>
<td>72.30 74.30 73.00</td>
<td>73.00</td>
</tr>
<tr>
<td>2</td>
<td>portland cement + H₂O + MK</td>
<td>67.00 64.20 66.80</td>
<td>67.00</td>
</tr>
<tr>
<td>3</td>
<td>portland cement + SG</td>
<td>80.30 109.70 133.30</td>
<td>130.30</td>
</tr>
<tr>
<td>4</td>
<td>portland cement + SG + MK</td>
<td>104.40 119.80 127.20</td>
<td>130.70</td>
</tr>
</tbody>
</table>

Remarks:
1. SG – soluble glass with Ms = 2.87 and ρ = 1300 kg/m³.
2. MK – metakaolin in a quantity of 15% of the total cement mass.

As is clearly seen from the results given in Table 2, values of the expansion deformation of the specimens tend to decrease with introduction into the cement composition of active Al₂O₃ within the metakaolin.

It is clearly seen that with increase in quantity of active Al₂O₃ even with the increased contents of Na₂O in the mixtures the specimens maintained their volume stability (Table 3).

The specimens without metakaolin additive (Compositions 2 and 4) after one year of storage have the highest values of expansion compared to those with metakaolin additive. Above, as a result of expansion the first specimens showed a tendency to continuous decline of strength characteristics (Compositions 1 and 3), whereas the specimens 2 and 4 showed a tendency to constantly increase of strength characteristics.
Table 3: Characterization of cement compositions.

<table>
<thead>
<tr>
<th>Nos</th>
<th>Cement compositions</th>
<th>Na₂O – content %, by mass</th>
<th>Al₂O₃ / SiO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>portland cement + H₂O</td>
<td>0.60</td>
<td>0.242</td>
</tr>
<tr>
<td>2</td>
<td>portland cement + MK + H₂O</td>
<td>0.51</td>
<td>0.366</td>
</tr>
<tr>
<td>3</td>
<td>portland cement + SG</td>
<td>1.70</td>
<td>0.210</td>
</tr>
<tr>
<td>4</td>
<td>portland cement + MK + SG</td>
<td>1.61</td>
<td>0.325</td>
</tr>
</tbody>
</table>

3.2 Interfacial transition zone

The presence of active Al₂O₃ intensifies structure formation processes in the interfacial transition zone “cement stone – aggregate”. This is confirmed by the results of studies of physico-mechanical characteristics of the interfacial transition zones and visual observation of changes in it state on the model system “cement–basalt bar”.

Microphotos of the interfacial transition zones show flow of destructive processes in case of portland cement without metakaolin additive (Fig 1).

![Microphotos of the interfacial transition zone of the model system “cement stone – basalt bar”: 1 – cement stone; 2 – interfacial transition zone; 3 – basalt bar.

a – cement composition: “portland cement + water”; b – cement composition: “portland cement + soluble glass (Mₛ = 2.87; p = 1300 kg/m³)”](image)

It is clearly seen that the interfacial boundary has lost its geometry and clearness as compared to its primary state, the edges of basalt are “eaten” (eroded), and the interfacial transition zone is rather wide and filled with products of corrosion of whitish colour. Microcracks stretching in the direction perpendicular to basalt aggregate and which are evidently caused by the increasing pressure in the interfacial transition zone are clearly visualized in the body of cement stone. The metakaolin additive somewhat changes picture for better (Fig. 2). No microcracks are seen. The products of corrosion are present but in lower quantities and edges of the basalt aggregate are more clear and not so heavily eroded (“eaten”) by corrosion, as in the first case.
4. Structure formation processes in the interfacial transition zone.

In compliance with the data of X-ray analysis, a phase composition of the hydrated dispersions in the interfacial transition zone of the concrete made with the cement composition 1 (Table 2) is represented briefly (Fig. 3, Curve 2), by the following reaction products:

\[ \text{C}_6\text{S}_3\text{H} \ (d = 0.335; 0.284; 0.246; 0.237; 0.225; 0.180 \text{ nm}), \text{C}_6\text{SH} \ (d = 0.284; 0.270; 0.246; 0.190; 0.180 \text{ nm}), \text{C}_3\text{S}_2\text{H} \ (d = 0.560; 0.284; 0.184 \text{ nm}), \text{Ca(OH)}_2 \ (d = 0.487; 0.311; 0.261; 0.193; 0.180 \text{ nm}), \text{CaCO}_3 \ (d = 0.303; 0.229; 0.210; 0.193; 0.188 \text{ nm}). \]

Weak lines of the phase corresponding to the \( \text{C}_2\text{AH}_4 \) type \( (d = 0.717; 0.376; 0.266; 0.258; 0.246 \text{ nm}) \) were identified. An X-ray amorphous phase of the calcium silicate gel, which can be formed in the interfacial transition zone and to weaken it, was not identified in the X-ray pattern. However, judging by the elemental distribution in the interfacial transition zone and with account of a relatively high value of expansion (+0.44 mm/m), this possibility may exist and is supported to a great extent by the increased contents of Ca and Si in the interfacial transition zone. As it is seen from the microphotos, the interfacial transition zone is not clear, thus supporting this assumption.

The use of the alkali activated portland cement (Table 2, Composition 3) results in changes in the diffraction picture of the model of the interfacial transition zone (Fig. 3, Curve 5). So, the hydration of the cements deepens, what is seen from the reduction of intensity of the initial diffraction lines. A re-distribution of the phase formation in the direction of synthesis of the more low-basic calcium silicate hydrates CSH(I) \( (d = 0.283; 0.270; 0.247; 0.179 \text{ nm}) \), tobermorite \( (d = 0.560; 0.307; 0.299; 0.283; 0.227; 0.208; 0.183 \text{ nm}) \) types takes place. The lines corresponding to \( \text{Ca(OH)}_2 \) are completely absent. This allowed to make a conclusion
about synthesis of sodium and mixed sodium-calcium aluminosilicate hydrates, what is confirmed by the analysis of the X-ray patterns (Fig. 3). The lines corresponding to Na$_2$O·Al$_2$O$_3$·4SiO$_2$·2H$_2$O ($d = 0.560; 0.343; 0.293; 0.252; 0.174$ nm), 2Na$_2$O·2CaO·5Al$_2$O$_3$·10SiO$_2$·10H$_2$O ($d = 0.654; 0.467; 0.353; 0.283; 0.270$ nm) are clearly identified in Curve 5. The expansion of the interfacial transition zone due to formation of the above mentioned hydration products is clearly seen in the microphotos, thus, with account of physico-mechanical characteristics, testifying about a constructive corrosion of the basalt bar in the interfacial transition zone “cement stone – basalt bar”. Introduction of the metakaolin additive to pure portland cement (without alkaline activation) (Table 2, Composition 2) does not affect essentially a diffraction picture (Fig. 3, Curve 4). However, as it is clearly seen from, a content of Ca and, hence, of the hydroxide-ions tends to decline essentially in the interfacial transition zone, thus reducing considerably risk of flow of corrosion processes in the interfacial transition zone associated with destructive processes.

Figure 3: X-ray patterns of the interfacial transition zone of the model system “cement stone – basalt”: 1 – initial system “portland cement + basalt”; 2 – “portland cement + basalt + water”; 3 – initial system “portland cement + metakaolin + basalt”; 4 – “portland cement + metakaolin + basalt + water”; 5 – “portland cement + basalt + soluble glass”; 6 – “portland cement + metakaolin + basalt + soluble glass”
This correlates well with a sharpness of the interfacial transition zone in the microphoto (Fig. 2a), as well as with the data given in [11], according to which the presence of active alumina in portland cement stone reduces considerably a concentration of alkalis in its pore space. The presence of alkalis does not exclude transformation of clay minerals of the interfacial transition zone into more stable minerals of the zeolite type [12, 13].

The introduction of the metakaolin into the alkali activated portland cement (Table 2, Composition 4) is found to suppress almost completely corrosion of the basalt bar. The line of contact in the microphotos is sharp and clear (Fig. 3). Zeolite-like hydration products of the Na₂O·Al₂O₃·4SiO₂·2H₂O (d = 0.569; 0.343; 0.293; 0.251; 0.174 nm), Na₂O·Al₂O₃·3SiO₂·2H₂O (d = 0.653; 0.587; 0.436; 0.286; 0.219 nm), 2Na₂O·2CaO·5Al₂O₃·10SiO₂·10H₂O (d = 0.654; 0.467; 0.353; 0.285; 0.269 nm) types are clearly identified in the X-ray patterns (Fig. 3, Curve 6), what is confirmed by the increase of contents of Al³⁺ and Na⁺ and decrease in the Ca²⁺ content in the interfacial transition zone.

5. Mechanism of AAR prevention in the presence of metakaolin

A mechanism of AAR in concrete is described in details in [14, 15]. The AAR in concrete takes place in case of alkali susceptible aggregates and when concrete works in high humidity service conditions. However, deterioration of concrete as a result of corrosion induced by AAR takes place only in cases when quantities of alkali in concrete exceed limit values. Alkalis can be formed both in the process of cement hydration according to the following scheme: Na₂SO₄+Ca(OH)₂+2H₂O → CaSO₄·2H₂O+2NaOH(Na⁺,OH⁻), and can be brought in from outside (for example, by alkaline activation of portland cement): Na₂O·nSiO₂·mH₂O+Ca(OH)₂→CaO·nSiO₂·mH₂O+2NaOH.

An alkali metal hydroxide enters into reaction with alkali susceptible silicon dioxide (SiO₂) with the formation of silicic acid gel, which, by adsorbing water and calcium, will create expanding pressure, resulting in deterioration of concrete (2NaOH+nSiO₂+mH₂O→Na₂O·nSiO₂·mH₂O).

In the presence of Ca(OH)₂, an alkali metal silicate gel can form C-S-H– phase and this is accompanied by further release of greater and greater quantities of alkali metal hydroxide: Na₂O·nSiO₂·mH₂O+Ca(OH)₂+mH₂O→CaO·SiO₂·mH₂O(stands for C-S-H)+2NaOH.

Some portions of alkalis are bound by C-S-H– phases; with decrease of Ca/Si ratio an ability of C-S-H – phase to binding alkalis increases [16]. With addition of metakaolin to cement composition an interaction mechanism will change. This can be attributed, first of all, to its (metakaolin) ability to bind the formed gel of Na₂O·nSiO₂·mH₂O and free alkali metal hydroxide (NaOH) with the formation, as was shown by the studies, of alkaline aluminosilicate hydrates: Al₂O₃·2SiO₂+2NaOH+mH₂O→Na₂O·Al₂O₃·2SiO₂·mH₂O; Al₂O₃·2SiO₂+Na₂O·nSiO₂·mH₂O→Na₂O·Al₂O₃·(n+2)SiO₂·mH₂O.

Moreover, C-A-S-H– phases can be formed in a cement stone in the presence of Al₂O₃·2SiO₂. These phases are able to bind greater quantities of alkalis compared to C-S-H– phases [17].
according to the following reaction: 

\[
\text{CaO} \cdot n\text{SiO}_2 \cdot m\text{H}_2\text{O} + \text{Al}_2\text{O}_3 \cdot 2\text{SiO}_2 + 2\text{NaOH} + k\text{SiO}_2 \rightarrow \text{CaO} \cdot \text{Na}_2\text{O} \cdot \text{Al}_2\text{O}_3 \cdot (n+2+k)\text{SiO}_2 \cdot (m+1)\text{H}_2\text{O} (\text{C-N-A-S-H})
\]

– phase with the formation of stable in volume zeolite-like compounds. That is why a \( \text{Al}_2\text{O}_3/\text{SiO}_2 \) ratio can serve as additional criterion for prediction of AAR. Above all, metakaolin additive is, similar to silica fume, a pozzolanic additive, allowing to bind large quantities of portlandite by low basic C-S-H–phases.

Thus, as a result of binding the corrosion products into stable phases that do not swell the metakaolin additive can provide volume stability of the alkali activated portland cements and concretes with alkali susceptible aggregates. A schematic representation of mechanism of AAR and measures on its prevention is represented in Fig.4.

![Figure 4: Reaction “alkali –susceptible silica – metakaolin”](image)

6. Conclusions

The results of the study suggested to show efficiency of introduction of active alumina in the form of metakaolin into cements with the increased contents of alkali, thus allowing to regulate structure formation processes in the interfacial transition zone “cement stone – alkali susceptible aggregate” in the direction of formation of the alkaline or mixed alkaline-alkaline earth aluminosilicate hydration products. Formation of the latter results in the reduction of expansion deformations until allowable values or even completely avoiding them.
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Abstract
The paper covers results of studies on porosity, freeze/thaw resistance of alkali-activated slag cement (AAC) concrete depending upon composition of AAC and chemical admixtures. Freeze-thaw resistance was assessed by a number of cycles of alternate freezing/thawing in aqueous solution of NaCl at t = - (50 ± 5) °C until 5% loss of compressive strength. This strength loss can be attributed to accumulation of deteriorations caused by cyclic volume deformations occurred in concrete structure in the process of ice formation. With increase of slag content in AAC from 50 to 100% and corresponding increase of alkaline component content a volume of open capillary pores tended to decrease with formation of more quantities of micro- and conditionally closed pores. Effect of polyethers as admixtures was greater, whereas, effect of polyesters was “suppressed”. Change of alkaline component from sodium carbonate to sodium silicate in AAC resulted in increase of concrete porosity. With reduction of volume of open capillary pores the volumes of ice formed in the AAC concrete tended to decrease, similar to stresses which could cause changes in the AAC concrete structure, thus “spoiling” its freeze/thaw resistance.

1. Introduction

A need in alternative types of cements is explained by the fact that portland cement is characterized by high consumption of natural resources and energy, accompanied by carbon dioxide emissions [1].

The use of ground granulated blast furnace slag allows for not only reducing energy consumption in cement production. Blast furnace cement has several advantages over portland cement: high resistance in soft and sulfate waters, high heat resistance, low heat of hydration (low heat cement) and shrinkage [2, 3]. However, concretes made from the cements with high slag contents (blast furnace cement) are characterized by low early strength and are
sensitive to attacks of freeze/thaw resistance, especially under exposure of de-icing salt solutions.

One of the ways to avoid these disadvantages is to add to traditional blast furnace cement the alkali metal compounds in order to produce alkali-activated slag cement (further, AAC) the hydration products of which provide high strength and density of the resulted cement stone and to minimize contents of portland cement clinker in the cements [4, 5, 6].

A key factor of physical nature which determines performance properties and durability of concrete is its porosity. However, if strength of concrete depends on a total porosity, freeze/thaw resistance and durability are determined chiefly by a capillary porosity. The reason for these phenomena is the effect of capillary pores, which is caused by dependence of a freezing point from pore size [7].

In general, the incorporation of alkali metal compounds into the blast furnace cement shifts of ratio between macro- and micro-porosities towards the formation of micro- and conditionally closed pores, resulting in higher freeze/thaw resistance of concrete [8]. In this case, in order to make concrete technology simpler, and to obtain better performance properties, the use of plasticizers is a necessity. However, plasticizers that are traditionally used in making portland cement concretes are not suitable for the alkali-activated cement concretes because in the alkali-activated cement matrix they behave in a different way and an alkaline medium causes degradation of traditional plasticizers [9, 10, 11].

The results of study held on various plasticizers in the AAC concretes are reported in [12]. These results can be explored for a choice of chemical nature of main active substance of plasticizers to be suitable for the AAC concretes depending upon slag contents and, accordingly, contents of alkaline component.

The purpose of this study was to reveal an impact of slag contents in the AAC on water absorption, open capillary porosity and conditionally closed porosity of the plasticized AAC concrete as a function of its freeze/thaw resistance.

2. Raw materials and testing techniques

The alkali activated cements varying in slag contents between 50 and 100% as per national standard of Ukraine were used [13].

Ground granulated blast furnace slag (further, slag) and portland cement clinker (further, clinker) were used as aluminosilicate components of the AACs, their chemical compositions are shown in Table 1. The comparative low content of glass phase in slag (56%) was in accordance with [13] and can be explained by high basicity modulus of slag (\(M_b = 1.1\))
Table 1: Chemical composition of AACs components.

<table>
<thead>
<tr>
<th>Component</th>
<th>SiO₂</th>
<th>Al₂O₃</th>
<th>Fe₂O₃</th>
<th>MnO</th>
<th>MgO</th>
<th>CaO</th>
<th>Na₂O</th>
<th>SO₃</th>
<th>LOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>clinker</td>
<td>21.30</td>
<td>5.70</td>
<td>4.62</td>
<td>1.20</td>
<td>65.90</td>
<td>0.30</td>
<td>0.86</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>slag</td>
<td>39.00</td>
<td>5.90</td>
<td>0.30</td>
<td>0.50</td>
<td>46.94</td>
<td>-</td>
<td>1.54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Soda ash (Na₂CO₃) and sodium metasilicate pentahydrate (Na₂SiO₃·5H₂O) were used as alkaline components. In the production of the AACs under "all-in-one" technology (alkaline components in the form of solids) it is required to use sodium lignosulfonates (further, LST) in order to provide the required setting times and strength. In order to intensify a grinding process and to prevent sorption of moisture from air and preserve properties of the AAC an admixture of ethyl hydro-siloxane polymer was also used.

The AAC compositions are shown in Table 2. Fineness of the AACs (measured as specific surface by Blaine) was 4500 cm²/g. The contents of alkali metal compounds (alkaline activators) were taken over 100% of the aluminosilicate components in accordance with [13]. In order to change a consistency of the AAC concrete mixtures from class S1 (that of the reference composition) to class S4 at ambient temperature of 20±2 ºC, complex admixtures (further, CA) based on LST in combination with corresponding plasticizing admixtures (taken in quantities of 1.5% by the AAC) were used.

The plasticizing admixtures varied in nature of main active substances: 1 – surfactant based on polycarboxylate esters, Type PA (traditional superplasticizer "Dynamon SR 2", Mapei); 2 - surfactant based on polyethers (polyethylene glycol “PEG-400”, JSC "Barva"); 3 - surfactant based on sodium gluconate (“Mapetard SD 2000”, Mapei), which is traditionally used as a retarder.

Table 2: Compositions of the AAC.

<table>
<thead>
<tr>
<th># of composition</th>
<th>Basic composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50% slag, 50% clinker, 2% Na₂CO₃, 1% LST</td>
</tr>
<tr>
<td>2</td>
<td>50% slag, 50% clinker, 3% Na₂SiO₃·5H₂O, 1% LST</td>
</tr>
<tr>
<td>3</td>
<td>69% slag, 31% clinker, 2.5% Na₂CO₃, 1% LST</td>
</tr>
<tr>
<td>4</td>
<td>69% slag, 31% clinker, 3.5% Na₂SiO₃·5H₂O, 1% LST</td>
</tr>
<tr>
<td>5</td>
<td>88% slag, 12% clinker, 3% Na₂CO₃, 1% LST</td>
</tr>
<tr>
<td>6</td>
<td>100% slag, 4.7% Na₂CO₃, 0.8% LST</td>
</tr>
</tbody>
</table>

In these studies in order to determine the influence of variables (cement composition and nature of main active substance of admixtures) on capillary porosity and freeze/thaw resistance of the AAC concrete, one cement composition was chosen. The standard composition of the AAC concrete was taken in accordance with [14], kg/m³: cement - 350; silica sand - 740; granite gravel: 330 (5/10) and 780 (10/20).

Water absorption and porosity of the AAC concretes were studied in accordance with methodology of the national standard of Ukraine [15]. According to this method, the concrete cubes (100 mm) after 28 days were dried up to a constant weight at t = 105±10 ºC. Then, the
specimens were saturated with water until a constant weight would be obtained at t= 20±2 °C. The values of porosity were calculated from the values of average density and water absorption of the concrete specimens.

Freeze/thaw resistance was studied in accordance with third test method prescribed by the national standard of Ukraine [16]. According to this accelerated method, the concrete cubes (100 mm) were saturated with a 5% solution of NaCl at t= 18±2 °C and after that were subjected to freezing at t= -50 °C. Thawing was done in a 5% solution of NaCl. A class of concrete in freeze/thaw resistance was designated as a number of alternate freezing and thawing at which a mean compressive strength decreased by no more than 5%. The freeze/thaw resistance of concrete was assessed by the correspondence between permissible number of freezing-thawing cycles on the used accelerated method and on first (basic) method prescribed in mentioned standard.

3. Research results

As a result of the study a conclusion was drawn that changes in slag contents, type and content of alkaline component affected porosity and consequently freeze/thaw resistance of the AAC concrete depending on the nature of main active substance of plasticizer.

The use of polyester - based CA in the AAC concretes containing 50% of slag and 2% of soda ash (composition #1) lead to slight increase in water absorption and open capillary porosity of the AAC concretes (Fig. 1; Fig. 2) to 3.7% and 8.8%, respectively, compared to those of the reference composition: water absorption of 3.4% and volume of open capillary pores of 8.1%.

![Figure 1: Water absorption of the AAC concretes vs. type of surfactants as ingredient of CA and slag contents in the AACS, % (see Table 2): a) #1, #3, #5, #6; b) #2, #4.]

With increase in slag contents in the AACS up to 88% the effectiveness of modification of the AAC concretes by this CA tended to significantly decrease and was accompanied by decline
in properties, i.e. higher water absorption (up to 4.7%) and volume of open capillary pores (up to 11%).
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Figure 2: Volume of open capillary pores (I) and conditionally closed pores (II) of the AAC concrete vs. type of surfactant as ingredient of CA and slag contents in the AACs, % (see Table 2): a) #1, #3, #5, #6; b) #2, #4.

Substitution of anionic part of alkaline component from carbonate to silicate resulted in the higher values of water absorption and porosity of both reference and modified AAC concretes. For example, when used AAC with slag content of 50% (composition #1) water absorption and volume of open capillary pores was 3.4% and 8.1% respectively. When soda ash was changed with sodium silicate pentahydrate (composition #2) the water absorption and the volume of open capillary pores of concrete increased to 3.7% and 9.0% respectively.

At the same time, there was observed a general tendency to reduction of volume of the open capillary pores of the reference AAC concretes with increase in slag contents and, accordingly, with increase in the required alkaline component contents of the AACs (Fig. 2). This fact can be attributed to changes taking place in pore structure towards the formation of
micro- and conditionally closed pores which determine the formation of more dense and impermeable concrete structure with simultaneous increase of its performance properties.

Modification of the AAC concretes by addition of polyester-based admixtures in case of the AAC compositions #1 and #3 (50% of the slag) provided class F200 in freeze/thaw resistance (Fig. 4), i.e. highest class for the most demanding concrete structures in unheated buildings undergoing alternate freezing-thawing and operating at ambient temperature $t = -20...-40 \, ^\circ C$ (exposure class XF4). However, with increase in slag contents up to 69% the efficiency of modification by this admixture tended to decrease: the volume of capillary pores increased (up to 9.6%) and freeze/thaw resistance declined (class F150).

Therefore efficiency of the admixture Type 1 as ingredient of CA in the AAC concretes depends on the AAC composition. At slag contents up to 50% and with corresponding concentration of alkaline component the CA provided changes in consistency of the AAC concrete mixtures from S1 to S4 class with maintaining physical properties of the AAC concretes nearly at the level of the reference composition and without decline of freeze/thaw resistance. However, the increase in slag contents up to 88% in the AACs resulted in decrease in efficiency of the mentioned CA: deterioration of pore structure and decline of freeze/thaw resistance.

The use of polyethylene glycol as ingredient of CA in case of the AACs containing 88% of slag did not significantly affect pore structure of the resulted concrete (Fig. 1, Fig. 2). Water absorption increased from 3.1% to 3.3% and porosity from 7.4% to 7.8%, respectively, as compared to those of the reference composition. This helped to obtain a dense structure of the plasticized AAC. The admixture of this type as ingredient of CA with the AAC composition #5 (88% of slag) provided class F 200 freeze/thaw resistance for the AAC concrete (Table 3). With increase in slag contents in the AAC up to 100%, structure indexes of the AAC concretes did not significantly change: water absorption increased from 3.0% (of the reference composition) to 3.2%, the quantity of open capillary and conditionally closed pores increased from 7.3% to 7.7% and from 2.4% to 2.8%, respectively. This allowed obtaining the modified AAC concretes containing 100% of slag (composition #6) with class F200 in freeze/thaw resistance (Table 3) due to additionally generated artificial air pore volume.

Substitution of soda ash by sodium metasilicate pentahydrate as alkaline component of the AACs leads to the higher values of water absorption and open capillary porosity of the modified AAC concretes. With slag contents of 50% in the AACs water absorption tended to increase from 3.3% (composition #1) to 3.5% (composition #2); the volume of open capillary pores tended to increase from 7.9% to 8.4%, respectively. A similar trend was observed with the increase in slag contents in the AAC up to 69%: water absorption of the modified AAC concrete was 3.2%, with sodium metasilicate pentahydrate in the AAC cement (composition #4) – 3.9%, volume of open capillary pores of the modified AAC concrete was 7.7%, with sodium metasilicate pentahydrate in the AAC (composition #4) – 9.2%.

Thus, in contrast to the polyester-based CA the effect from the polyether-based CA on plasticizing and formation of the concrete pore space increased proportionally to the growth in slag contents and, correspondingly, in alkaline component content in AAC.
Application of sodium gluconate as ingredient of CA positively affected formation of pore structure of the modified AAC concretes (Fig. 1, Fig. 2). Addition of admixture of this type to the AAC concretes in case of the AACs with 50...69% of slag allowed obtaining values of water absorption close to those of the reference composition. However, modification of the AAC concretes by this admixture with simultaneous increase in slag contents up to 88% gave a significant increase in water absorption of the AAC concretes (4.3%) compared to the reference composition (3.1%).

A similar trend was observed for changes in porosity of the AAC concretes plasticized by sodium gluconate as ingredient of CA. With 50% of slag in the AAC the volume of open capillary pores in the AAC concrete was 8.1% (reference) and 7.9% with the admixture. With increase in slag contents up to 69% the volume of these pores tended to decrease. However, the addition of this type of admixture to the AAC concretes with 88% of slag in the AAC deteriorated pore structure and volume of the open capillary pores increased up to 10.1%.

The sodium gluconate-based CA added to the plasticized AAC concretes provides them a compliance with a class F200 in freeze/thaw resistance in case of the AAC with 50...69% of the slag (Table 3). However, even with 88% of slag in the AAC the freeze/thaw resistance of the plasticized AAC concrete tended to decrease to class F150 and loss of strength after 5 cycles of alternate freezing/thawing cycles exceeded 5%.

<table>
<thead>
<tr>
<th>Cement composition (see Table 2)</th>
<th>Type of admixture</th>
<th>Loss of strength after number of freezing/thawing cycles by third (accelerated) method, %</th>
<th>Number of cycles by first (basic) method</th>
<th>Class in freeze/thaw resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>#1 polyester</td>
<td>sodium gluconate</td>
<td>1.4</td>
<td>4.4</td>
<td>4.9*</td>
</tr>
<tr>
<td>#2 polyester</td>
<td>sodium gluconate</td>
<td>0.6</td>
<td>2.4</td>
<td>4.2*</td>
</tr>
<tr>
<td>#3 polyester</td>
<td>sodium gluconate</td>
<td>1.0</td>
<td>2.6</td>
<td>4.4*</td>
</tr>
<tr>
<td>#4 polyester</td>
<td>sodium gluconate</td>
<td>1.6</td>
<td>4.9*</td>
<td>8.1</td>
</tr>
<tr>
<td>#5 polyether</td>
<td>sodium gluconate</td>
<td>0.8</td>
<td>2.9</td>
<td>5.0*</td>
</tr>
<tr>
<td>#6 polyether</td>
<td>sodium gluconate</td>
<td>1.5</td>
<td>4.9*</td>
<td>7.9</td>
</tr>
</tbody>
</table>

* - permissible value

The relationship between porosity (P) and freeze/thaw resistance (F) of the plasticized AAC concretes is shown in Fig. 3 and Fig. 4. The curves $F = f(\text{slag content})$ and $P = f(\text{slag content})$ reflect the greater volume of open capillary pores and, respectively, decline of freeze/thaw resistance of the modified AAC concretes.
Freeze/thaw resistance of the modified AAC concrete (Table 3) was found to be dependent on type of porosity. Increase in volume of the open capillary pores and respective reduction in conditionally in volume of closed pores resulted in the lower freeze/thaw resistance (Fig. 3, Fig. 4).

Thus, it can be concluded about multifactor influence of AACs composition on the porosity and, consequently, on the freeze/thaw resistance of AAC concretes.

Increase in slag content from 50% to 100% and corresponding maintenance in content of alkaline component in AACs cause reduction of water absorption of AAC concrete. At the same time the volume of open capillary pores decreases and thus the volume of conditionally
closed pores in AAC concrete rises. This is due to fact that the hydrated AACs contain higher volume of gel pores compared than portland cement [17]. Accordingly, with increase in the content of alkaline component in AACs formation of gel with conditionally closed pores occurs with greater speed. This phenomenon determines formation of a more dense and impermeable structure of AAC concretes accompanied with higher freeze/thaw resistance.

In addition, it is possible to control the porosity and accordingly freeze/thaw resistance of AAC concretes by addition of plasticizing admixtures with various nature of main active ingredient, which must be selected depending on composition of AACs. In case of the AACs with 50...69% of slag the maximum efficiency has sodium gluconate, i.e. salt of carbonic acid and alkali, and at 88...100% of slag in AACs the polyether as polyethylene glycol is effective. At the same time, polyacrylate esters, which are traditionally used in concretes based on portland cement, can be ineffective in AAC concretes due to destruction of their molecular structure in hydration medium of AACs.

4. Conclusions

Regularities of formation of pore structure of the AAC concretes were found to depend on slag contents and type of alkaline component of AACs. The possibility of obtaining AAC concretes with high freeze/thaw resistance from the concrete mixes with high slumps was shown. In general, the increase in slag contents in the AACs associated with higher contents of the alkaline component resulted in the lower volumes of open pores and higher volumes of conditionally closed pores. This phenomenon can be attributed to volumetric loss of ice resulted in the higher freeze/thaw resistance of the AAC concretes. Change of anionic part of the alkaline component from carbonate to silicate improved water absorption and porosity of the reference and plasticized AAC concretes.

The polyester-based admixtures were found to be effective in the AACs only to some extent. With increase in contents of slag and alkaline component the application of admixtures based on polyethers and alkaline salts of carboxylic acids in the presence of sodium lignosulfonate was found to result in the formation of artificial pore structure of the plasticized AAC concretes. This phenomenon was found to create additional air space allowing water to expand during freezing and therefore the weakening of concrete structures under cyclic freezing and thawing was lower.
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Abstract
The formation and degradation of cementitious materials are largely controlled by the nanostructural evolution of hydration products. Modelling such evolution across multiple length and time scales is a great challenge. Here we present a new kinetic approach to simulate the nucleation, dissolution, and aggregation of cement hydrates nanoparticles. The approach is based on a Kinetic Monte Carlo algorithm in which the rates of the transitions are obtained via a new coarse-graining procedure. The rates account for free energy changes due to both mechanical interactions and chemical reactions. The methodology is able to address the long timescale of cement formation and captures various possible mechanisms of nucleation and growth of the hydrates. By coupling chemistry, mechanics, and long timescales, this work is a first step towards simulating cement hydration and degradation.

1. Introduction
The hardened cement paste is the glue of concrete. It forms upon chemical reaction between dry cement powder and water [1]. This hydration process leads to the precipitation from ionic solution of several hydrated phases (HP). The HP progressively fills the space and induces the liquid-to-solid transition known as setting. In ordinary cement pastes, the main HP is calcium-silicate-hydrate (C—S—H) and at least 50% of the total hydration reaction takes place during the first 24 hours after mixing dry cement with water. Setting typically occurs during this stage, which is known as “early hydration” [2].

There is a considerable scientific and technological interest in controlling the early hydration and setting of the cement paste. In the last decades, this led to a number of models and simulation approaches whose target is to predict the early hydration based on the chemistry and mix design proportions of the paste. These models consider length scales above the μm and use a combination of thermodynamics and chemical kinetics in order to reproduce the
microstructural evolution of the paste [3-8]. Their results can fit well the rate of early hydration from isothermal calorimetry experiments. These models however have the limitation of considering the HP as homogenous domains, without information on the underlying texture at sub/micrometre length scales (except for user-defined parameters that sometimes are employed to mimic the anisotropic formation of needles and foils [9]). Missing the sub-micrometre texture is a particularly limiting for the C—S—H hydration product, whose network of mesopores with size 1-50 nm dictates largely the macroscopic response to humidity cycles and creep [10-14].

Simulating the formation of HP at the sub-micrometre level is a challenging task. In the last decade, several authors have shown that aggregating nano-units of 1-10 nm lead to model structures of the cement HP that display many of the experimentally measured structural features and mechanical properties [15-23]. Some of these models have also attempted to describe the process of HP formation by precipitation from solution. However, the timescale of cement hydration is of the order of 24 hours while nanoparticle simulations are limited to dynamic processes in the timescale of nano-to-micro seconds or, on the other extreme, to equilibrium studies in the infinite-time limit. To overcome this limitation, the simulations to date have either introduced constraints on the mechanisms of particle aggregation, or applied ad-hoc nonlinear mapping between simulation steps and time [17, 19-21]. None of the simulations to date can predict the mechanisms of HP nanoparticle formation and aggregation directly from the chemistry of the aqueous solution.

In this work, we propose a new approach to simulate the formation of cement HP at the mesoscale of 1-to-500 nm. Our approach is based on Kinetic Monte Carlo (KMC) simulations of nanoparticle insertion and deletion. The rates of insertion and deletion are calculated using a new coarse graining scheme that considers both Classical Nucleation Theory (CNT) and crystal growth theory. First results show that the rates can address the long timescale of cement hydration and consider the interplay between chemical driving force and mechanical interactions between the nanoparticles.

2. Methodology

The simulations of HP formation start with an orthogonal box that is empty except for a 30 nm thick layer that represents the surface of a cement grain (see Figure 1). The cement layer is discretized using 10 nm spherical particles that are fixed, i.e. not displaced nor removed during the simulations. It is implicitly assumed that the box is filled with aqueous ionic solution, whose supersaturation $\beta$ with respect to HP formation is known.

After a certain number of KMC steps, a certain number of HP spherical particles will have formed in the box (see Figure 1). The next KMC step computes first the rates of all possible particle deletions and then the rates of all possible particle insertions. The insertion is tricky because there are infinite possible positions for a new particle. In order to manage this, we create many trial HP particles and allow them to move a bit in order to find a local minimum of interaction energy with the other existing particles (HP and layer; no interactions between two trial particles, because they do not exist yet; see Figure 1).
The rate of particle insertion is coarse grained from the molecular scale following the classical theories of Classical Nucleation Theory (CNT) and crystal growth [24]:

\[
R^{in} = C_{cn} \frac{V_{box}}{M} \left[ \frac{1}{Z} e^{\left( \frac{\Delta G_{CNT}}{k_B T} \right)} + \frac{1}{a^2 r_0^2} \int_{R_{nucl}}^{R_{part}} e^{\left( \frac{\gamma \Delta A_{B} + \Delta U_{int}}{k_B T} \right)} dR \right]^{-1}
\]  

(1)

Details on the derivation of Eq. 1 and on the corresponding equation for the deletion rate \( R^{del} \) are given in ref. [25] (notice that the chemical conditions considered for the simulations in this paper will be such that the number of dissolution events will be negligible alongside their effect on the rate, so that we will show will be reproducible even without implementing a deletion step at all). In Eq. 1, \( C_{cn} \) is the concentration of possible particle nucleation sites in solution (e.g. the concentration of ions), \( V_{box} \) is the volume of the simulation box, and \( M \) is the number of trial particles assumed as uniformly distributed in \( V_{box} \). In the curly bracket, the first term is the characteristic time to form a critical nucleus as per CNT, while the second integral term is the time to grow the radius of the critical nucleus by single-molecule growth reactions until reaching the wanted particle size \( R_{part} \) (here diameter = 10 nm, thus \( R_{part} = 5 \) nm). \( Z \) is the Zeldovich factor, expressing the probability that a critical nucleus will indeed start growing rather than dissolving back. \( \Delta G_{CNT} \) is the difference in free energy between critical nucleus and solution. For spherical particles:

\[
\Delta G_{CNT} = \frac{4}{3} \pi R_{nucl}^3 k_B T \ln(-\beta) + 4 \pi R_{nucl}^2 \gamma + \Delta U_{nucl}
\]  

(2)

\( R_{nucl} \) is the radius of the critical nucleus, given by the condition \( d\Delta G_{CNT} / dR = 0 \), \( k_B \) is the Boltzmann constant, \( T \) is the temperature in Kelvin degrees, and \( \gamma \) is the interfacial energy between cement HP and water. \( \Delta U_{nucl} \) is the change in total interaction energy in the system in case the critical nucleus appears; its relationship to the nucleus size depends on the type of interaction potential employed. Here we use a pairwise interaction potential \( U_{ij}(r) \) that depends only on the distance \( r \) between the particles and has been shown to capture well the mechanical properties of cement HP at the 500 nm mesoscale [13, 18, 23]:
\[ U_{ij}(r) = 4\epsilon R^3 \left( \frac{2R}{r} \right)^{28} - \left( \frac{2R}{r} \right)^{14} \]  

(3)

\( \epsilon(R) \) is the energy strength, which is assumed to scale as the volume of the particle. A different hypothesis on the scaling of \( \epsilon \) is discussed in ref. [25], in relation to the prediction of the rate of early cement hydration.

Going back to Equation 1, \( a \) is the linear size of a molecule of cement HP (here we assume \( a = 0.645 \) nm, thus \( a^3 = 0.267 \) nm\(^3\), as for C—S—H [26]). \( r_0^* \) is a kinetic constant (rate per unit surface) that contains the activity coefficient of the activated complex and the standard free energy barrier of the C—S—H formation reaction [24]. \( \Delta Q_{1rx} \) and \( \Delta U_{1rx} \) are the change of particle surface and interaction energy caused by one molecular reaction of HP product forming on the surface of a growing nanoparticle. Each molecular reaction changes the particle volume by \( a^3 \) and consequently the radius \( R \); both \( \Delta Q_{1rx} \) and \( \Delta U_{1rx} \) therefore depend on the current \( R \). The rate of particle deletion can be obtained in a very similar manner as \( R_{in} \) and contains neither the supersaturation term \( \beta \) nor the sampling-related prefactor before the curly brackets. Deletion will be considered in the simulation but the rate expression is omitted here for brevity and because we will only consider values of beta that are sufficiently high for deletion to be negligible.

To simulate the formation of cement HP, we consider \( \gamma = 86.7 \) mJ/m\(^2\) [26]. The interpretation of experiments based on CNT indicates that the size of the critical nucleus in cement hydrates is as small as one single molecule [27]. This means that the CNT term in Equation 1 is small compared to the crystal growth term (the integral one) and we will neglect it. For cement hydration, both \( C_{cn} \) and \( r_0^* \) are unknown, hence the two will be combined and treated as a single effective parameters that is used to fit the right timescale (actually, if one decides to identify \( C_{cn} \) with the concentration of calcium or silicon ions in solution, then literature data could be used to set a value for it, e.g. [28]). It is important to notice that differently from the existing simulations, the only scaling of time here is linear. This means that any nonlinearity in the rate can only be a true reflection of the formation mechanism and is not imposed ad-hoc.

The particles of cement hydrates that we insert during the simulations are monodisperse even though just after insertion, a small random change of the diameter by 5% is imposed to avoid crystallization. It is known in the cement literature that realistic details of the heterogeneities at the sub-micrometer scale can only be captured using polydisperse nanoparticles [16, 23], and there are experiments that suggest that anisotropic shapes of the particles are more realistic [29]. However, spherical and monodisperse particles are sufficient to discuss the qualitative kinetics of collective precipitation-aggregation mechanisms, as shown in the literature [19] and in line with the objective of this work.

As a final note for this section, it is interesting to note that the coarse grained rate expression in Equation 1 combines some terms that are related to the chemical kinetics of the process (e.g. \( r_0^* \)) with other terms that are related to the thermodynamics. Among the latters, there are terms that are related to the chemistry of the system (e.g. \( \beta \)) and terms that are related to the
mechanical interactions between particles (e.g. $\Delta U_{\text{int}}$). The proposed scheme therefore combines chemistry and mechanics over the large timescales of chemical kinetics.

3. Results

The KMC approach presented here has been used to study the effect of the interaction potential and initial system configuration on the mechanism of growth-by-aggregation of the cement HP. Here we are interested only in the qualitative trends of rates as a function of time, and how these relate to the mechanisms of precipitation that are triggered. Converting the qualitative results into quantitative rates would require a model calibration to define the $r_0^*$ terms in Equation 1; this is left to another manuscript currently under review [21].

The results for three scenarios are shown in Figure 2:

a) very large $\varepsilon$ in Equation 2, taken from ref. [18] where it was shown that such a large $\varepsilon$ captures well the mechanics of the C—S—H; in this first case the interaction between cement surface particles and cement HP particles is taken to be as strong as the interaction between two HP particles;

b) same as the previous scenario, but this time the $\varepsilon$ between cement surface and HP particles is smaller than the that between two HP particles (25% of it to be precise) except for a small region in the middle of the cement surface where a full 100% of the HP-HP interaction is maintained; this small region serves as a preferential site for nucleation of the mesoscale HP domain;

c) a 3 orders of magnitude smaller $\varepsilon$, taken from atomic force microscopy experiments [30].

Figure 2: Results from our simulations with different initial conditions (a) strong interactions between nanoparticles and homogeneous cement surface; (b) strong interaction and surface with one preferential site for HP particle formation; (c) weak interactions.
The snapshots in Figure 2 show that the first scenario leads to a layered growth of the HP domain, formed by aggregated nanoparticles. For this scenario we kept $\beta$ constant in time and very large, in order to avoid particle deletion. The layered growth results into a constant rate, very different from what is expected during early hydration (see simulation and experimental values in Figure). Notice that the size of the HP domain simulated here is in the same order as that observed experimentally during early hydration, i.e. ~$500 \text{ nm}$, so it makes sense to aim for a rate curve that is similar to the one measured experimentally from calorimetry.

The second scenario, with the favourable nucleation site, gives a much better result, with a roughly hemispherical domain growing radially. The increasing surface of the hemispherical domain is at the origin of the acceleration in the rate curve. Indeed, in the KMC algorithm the total rate is the sum of all particle insertion rates, and an increasing surface of the HP domain implies that more trial nuclei can find a favourable spot that leads to a high rate. When the HP domain crosses the periodic boundary on the cement surface, the lateral impingement causes the rate peak, similar to the calorimetry experiments. The continuous decrease of rate after the peak is due to the fact that, for this simulation, we took a supersaturation $\beta$ that decreases with time, as known for the cement solution and as quantified in ref. [31].

Finally, the third scenario with much weaker strength of the interactions causes the mechanisms of HP formation to change from heterogeneous on the cement surface to homogeneous in the bulk. This also leads to a rate curve that agrees qualitatively with the experiments. In this case however the peak occurs when the space gets filled, which implies a quantitative dependence of the area under the rate curve (number of HP particles inserted) and the amount of water in the cement mix (viz. the size of the simulation box perpendicular to the cement surface). Such dependence would contradict the experiments [8], but the problem can be avoided assuming that the homogeneous nucleation is limited to a small region near the surface of the cement grain, as proposed in ref. [20]. This constraint might indeed originate from a gradient of supersaturation in the simulation box, sustained by a diffusive process of the ions in solution, which move from the cement surface toward the bulk solution. To explore this possibility, future work should couple the simulations presented here with the type or reaction-transport simulations mentioned in the introduction of this manuscript [7,8].

4. Conclusion

We have presented a new approach to simulate the precipitation of nanoparticle of cement hydrates from aqueous solution and their aggregation to form mesoscale domains. The approach is based on new coarse-grained expressions for the rate of particle insertion and deletion, which are derived from the theories of classical nucleation and crystal growth. The rate expression involve one kinetic parameter $r_0 \beta$ which has physical meaning but is often hard to measure. $r_0 \beta$ determines a linear scaling of time, which means that even if it is not quantified, all the nonlinearities in the rate of HP formation obtained from the simulations are still a true reflection of the predicted mesoscale mechanism only. Another important feature of our coarse-grained rates is that they combine chemistry and the mechanical interactions between nanoparticles, creating new opportunities to study technologically important phenomena where chemistry and mechanics play together, e.g. crystallization pressure and
dissolution-induced creep. Finally, simulation results show that our approach can predict various mesoscale mechanisms of HP formation and clarify how these affect the hydration rate. Overall, this is a first step in developing nanoscale simulations that can contribute to the challenge of understanding and controlling the formation, setting, and chemo-mechanical degradation of concrete.
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Abstract
Onshore reinforced concrete structures are vulnerable to deterioration due to carbonation. Condition assessment is a vital task, which helps to determine the reliability of structural elements over the remaining service life. This study assesses the condition of reinforced concrete structural elements (i.e. consoles) which are 53 years into their service life. The reinforced concrete consoles, exhibiting no visible signs of corrosion, were chosen to measure carbonation depths. In addition, non-destructive testing method: half-cell potential measurements were taken over the surfaces of the consoles. A full-probabilistic service life prediction model was used to calculate the expected service life, and a comparison was made based on the actual carbonation depth measurements.

1. Introduction
Condition assessment of the existing reinforced concrete structures is an important task in the planning of maintenance and modification activities. Reinforcement corrosion can be considered as one of the potential mechanisms which affect the durability of reinforced concrete structures. There are many reasons for the corrosion of steel reinforcement, with carbonation and chloride-induced corrosion being dominant mechanisms among them. Therefore, it is important to choose the dominant phenomenon based on the exposure condition of the structure. Hence, in this study, the diffusion of CO₂ is considered as the dominant transport mechanism for the corrosion in steel reinforcement of residential buildings.

Deterministic and probabilistic models have been developed for service life design, to predict the time to initiate corrosion and the time to propagate corrosion. However, the probability based models can help to make more realistic decisions than deterministic models. Therefore, in this study, the full probability based model given in fib_bulletin_34 [1] is used to calculate
the probability of corrosion initiation. In addition, there are various proactive and reactive approaches developed for controlling the condition of reinforced concrete structures, such as measuring carbonation depths, using non-destructive testing methods (i.e. Half-Cell Potential (HCP) measurements), visual inspection, etc. In this, study, potential mapping has been carried out over the surface of three consoles, and carbonation depths were measured at selected locations. Moreover, this manuscript discusses a case study of three reinforced concrete consoles in a residential building. In addition, it determines the probability of corrosion initiation using the DuraCrete [2, 3] model and compares it with HCP data. Moreover, the measured carbonation depths are compared with calculated average carbonation depths.

2. Modelling of reinforcement corrosion due to carbonation

Carbonation is a chemical process, in which the carbon dioxide in air diffuses into the concrete, dissolves in the pore solution, and reacts with calcium hydroxide, forming insoluble calcium carbonate and water. This results in a reduced pH-value of the concrete, which is one reason for initiating the corrosion of steel reinforcement. The level of damage due to the corrosion of embedded steel in a concrete structure over time can be described using Tuutti’s model [4]. Essentially, the model categorizes the service life of a structure into the corrosion initiation period and the corrosion propagation period. This manuscript focuses on the corrosion initiation phase.

Many researchers have used Fick’s second law to model the carbonation to the un-cracked concrete, considering diffusion as the dominant transport mechanism. In this paper, the DuraCrete [2, 3] model, derived using Fick’s second law, is adopted to include environmental and material parameters, as given in Eq. (1).

\[
X_c(t) = \sqrt{2 \cdot k_e \cdot k_r \cdot \left( k_t \cdot R_{ACC,0}^{-1} + \varepsilon_t \right) \cdot C_s \cdot \sqrt{t} \cdot w(t)}
\]  

\( X_c(t) \): carbonation depth (mm)  
\( k_e \): environmental function (-)  
\( k_r \): execution parameter (-)  
\( k_t \): regression parameter (-)  
\( R_{ACC,0}^{-1} \): inverse effective carbonation resistance \( ((\text{mm}^2/\text{year})/(\text{kg}/\text{m}^3)) \)  
\( \varepsilon_t \): error term \( ((\text{mm}^2/\text{year})/(\text{kg}/\text{m}^3)) \)  
\( C_s \): CO2 concentration of the ambient environment \( (\text{kg}/\text{m}^3) \)  
\( w(t) \): weather function (-), where \( w(t) = (t_0/t)^w \), where \( t_0 \): time of reference (years), \( w \): weather exponent (-)  
\( t \): time (years)

Time to initiate corrosion \( (T_i) \), when \( X_c(t) = X_{cover} \) (concrete cover) is given in Eq. (2).
3. Reliability concepts to model the corrosion initiation due to carbonation

The safety margin \( M \) or limit state function for corrosion initiation can be defined as Eq. (3), where ‘\( t \)’ is the exposure period, ‘\( X \)’ is random variables.

\[
M = G(X, t) = T_i - t
\]  

(Eq. 3)

Assuming that a system fails when corrosion initiation takes place, the probability of corrosion initiation \( P_f \) is evaluated by integrating \( G(X, t) \) over the failure domain, considering the statistical distribution of each random variable. Eq. (4) shows how to estimate \( P_f \) using the joint density function \( f_x(x_i) \) with random variables [5].

\[
P_f = \int_{MS0} f_X(x_i)dx_i = \int_{MS0} I(x_i)f_x(x_i)dx_i = E[I(x_i)]
\]  

(Eq. 4)

In addition, Monte Carlo simulation can be used to calculate \( P_f \) by simulating the limit state function for a range of sampling. In this approach, the mean value of \( I(x_i) \) can be an estimator for the probability of corrosion initiation as given in Eq. (5).

\[
E[I(x_i)] = \frac{1}{N} \sum_{i=1}^{N} I(x_i)
\]  

(Eq. 5)

where \( I(x_i) = \begin{cases} 1 & \text{if } M \leq 0 \\ 0 & \text{if } M > 0 \end{cases} \)

In estimating \( P_f \), it is vital to identify the basic set of random variables, of which uncertainties have to be considered. Then, the randomness of all the variables is modelled, recognizing the probability distributions of the variables. These probability distributions can be defined by physical observations, statistical studies, laboratory analysis, and expert opinion [5, 6, 7].

4. Case study: condition assessment of reinforced concrete consoles

4.1 Statistical quantification of random variables and prediction of corrosion initiation

Three consoles, with almost no visible corrosion damage, were chosen to be tested 53 years into their service life. They are located on the fourth floor in a residential building in Bergen, Norway (about 2-3 km away from sea and 50 m above sea level); one of the consoles is shown in Figure 1. While assessing the present condition of the consoles, it is necessary to collect existing data. The existing data includes general information about the structure, material properties and exposure condition, documentation of former inspections/monitoring...
and documentation of former maintenance and repair. In the absence of information about the actual cement type and water/cement ratio, cement type CEM I R and w/c 0.5 are chosen for this analysis. The probability distributions for the random variables (R_{1ACC}, \varepsilon, RH_{real}, C_{s,atm}, b_{c}, b_{w}, X_{cover}) for Eq. (2) were chosen, taking into consideration the actual exposure condition, as given in Tab. 1. Based on the exposure condition to rain, the probability of corrosion initiation has been found for two cases: sheltered from rain and partially exposed to rain, as shown in Figure 1.

![Sheltered from rain and partially exposed to rain](image)

**Figure 1: Reinforced concrete Console 1 in the building**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>R_{1ACC} \times 10^{11} (mm^2/s/kg/m^3)</td>
<td>Normal</td>
<td>6.8 (w/c=0.50 and CEM I R)</td>
<td>2.5</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td>\varepsilon (mm^2/kg/m^3)</td>
<td>Normal</td>
<td>315.5</td>
<td>48</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td>k_{s}</td>
<td>Normal</td>
<td>1.25</td>
<td>0.35</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td>k_{e} = \left( \frac{1-(w/w_{ref})^{1/6}}{1-(w/w_{ref})^{1/6}} \right)^{R_{1ACC}}</td>
<td>RH_{real} WBM\times (w=1)</td>
<td>0.825</td>
<td>0.032</td>
<td>From weather station</td>
</tr>
<tr>
<td></td>
<td>RH_{ref} Constant</td>
<td>0.65</td>
<td>-</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td></td>
<td>f_{e} Constant</td>
<td>2.5</td>
<td>-</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td></td>
<td>g_{e} Constant</td>
<td>5.0</td>
<td>-</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td>C_{s,atm} + C_{s,em} (kg/m^3)</td>
<td>Normal</td>
<td>0.0008</td>
<td>0.00001</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td>k_{c}</td>
<td>Normal</td>
<td>-0.567</td>
<td>0.02</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td>t_{0} (years)</td>
<td>Constant</td>
<td>1</td>
<td>-</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td>ToW</td>
<td>Constant</td>
<td>0.010</td>
<td>-</td>
<td>fib Bulletin 34[1]</td>
</tr>
<tr>
<td>b_{w} Normal</td>
<td>0.446</td>
<td>0.163</td>
<td>fib Bulletin 34[1]</td>
<td></td>
</tr>
<tr>
<td>X_{cover} (mm)</td>
<td>Normal</td>
<td>25</td>
<td>8</td>
<td>fib Bulletin 34[1]</td>
</tr>
</tbody>
</table>
Monte Carlo simulation was used to simulate the limit state function and to calculate the probability of corrosion initiation using Eqs. (4) and (5) for the statistical characteristics of random variables given in Tab. 1. In this study, $10^6$ simulations were performed using Matlab software to calculate the probability of corrosion initiation. The probability of corrosion initiation versus time (years) was plotted, as shown in Figure 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Probability of corrosion initiation versus time}
\end{figure}

\subsection*{4.2 Determination of carbonation depths on-site}
Initially, the location of the reinforcement was identified, and 10 holes were chiselled into the concrete, as marked in Figure 3. The phenolphthalein test was carried out on site to measure carbonation depths. Tab. 2 shows the mean carbonation depths measured at test locations in each console, as indicated in Figure 3. The test locations ((a) to (j)) are chosen, about 22 cm from the closet edge. Test locations (a) to (e) are considered as sheltered from rain, whereas locations (f) to (j) are considered as partially exposed to rain.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Sampling point of a console}
\end{figure}
Table 2: Mean carbonation depth at locations given in Figure 2

<table>
<thead>
<tr>
<th>Location</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
<th>(g)</th>
<th>(h)</th>
<th>(i)</th>
<th>(j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Console 1 (mm)</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Console 2 (mm)</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Console 3 (mm)</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>5</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

4.3 Half-cell potential (HCP) mapping

Half-cell potential mapping (HCP) is a non-destructive method, which is widely used for monitoring steel corrosion in concrete structures. However, there are no specific guidelines available in the literature to interpret HCP measurements due to carbonation. According to ASTM (1991) Standard [8], the results from a potential mapping process can be interpreted as shown in Tab. 3, which is based on the findings from laboratory testing (partial immersion in chloride solution) and outdoor exposure of various reinforced concretes structures above ground level. The standard states that criterion given in Tab. 3 should not be utilized if concrete is carbonated to the level of the embedded steel, unless either experience or destructive examination of some areas, or both, suggest their applicability. Considering measured carbonation depths (i.e. destructive examination) in Tab. 2, it can be seen that concrete is not carbonated to the level of embedded steel. This is because the average concrete cover to the reinforcement (25 mm) is deeper than the measured carbonated depths. Considering that fact, Tab. 3 was used to evaluate HCP values due to carbonation. At 53 years of service life, the three consoles had 36 HCP measurements taken at 200 mm intervals over each of their surfaces, using Cu/CuSO4 as reference electrode. Figure 4 shows the HCP measurement over the surface of Console 2 as an example.

Table 3: Interpretation of half-cell potential values as per ASTM C876 [8]

<table>
<thead>
<tr>
<th>Half-cell potential (mV) relative to Cu/CuSO4 reference electrode (HCP)</th>
<th>Percentage chance of active corrosion</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;-350</td>
<td>&gt; 90%</td>
</tr>
<tr>
<td>-300 to -200</td>
<td>50%</td>
</tr>
<tr>
<td>&gt;-200</td>
<td>Less than 10%</td>
</tr>
</tbody>
</table>

5. Comparison of calculated values with field measurements

5.1 Comparison of measured and calculated carbonation depths

Considering the mean value of each random variable in Eq. (1) and Tab. 2, the mean value of the carbonation depths vs time have been plotted as given in Figure 4 for the area sheltered from rain and the area partially exposed to rain. It can be seen that, at 53 years, the calculated mean value of the carbonation depth is 18 mm for the area sheltered from rain, which is higher than the measured average carbonation depth (X1=7 mm). For the locations in the area which is partially exposed to rain, the calculated mean carbonation depth is 8.7 mm, which is also higher than the measured carbonation depth (X2=4.5 mm, as shown in Figure 5). However, both measured and calculated carbonation depths are below the mean value of
cover thickness, which indicates that corrosion has not initiated yet, despite the building being 53 years of age.

Figure 4: HCP measurement over Console 2

Figure 5: Carbonation depth versus time
5.2 Comparison of estimated probability of corrosion initiation with field investigations

Considering Tab. 3, the overall weighted probability of corrosion initiation for each console is estimated, and the results are given in Tab. 4. According to Tab. 4, it can be seen that the steel reinforcements in each console have overall less chance (about 10% - 19%) of corrosion initiation. In addition, it can be seen that the area which is considered as partially exposed to rain has 10% to 19% chance of corrosion initiation. However, the area which is considered to be sheltered from rain has 10% chance of corrosion initiation. In this case, HCP mapping gives unrealistic results. In addition, the estimated probability of corrosion initiation at the age of 53 years, given in Figure 2, is 22.5% for the area sheltered from rain and 4% for the area exposed to rain. The field investigated corrosion initiation probabilities are lower than those for the area sheltered from rain and higher than those of the area with partial exposure to rain.

Table 4: Summary of HCP measurement over consoles

<table>
<thead>
<tr>
<th>Half-cell potential (mV) (Re. Cu/CuSO4 reference electrode)</th>
<th>Percentage chance of corrosion initiation</th>
<th>Frequency of occurrence of HCP value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Console 1 (a) Console 2 (b)</td>
<td>Console 1 (a) Console 2 (b) Console 3 (a)</td>
<td>Console 3 (b)</td>
</tr>
<tr>
<td>&lt; -300</td>
<td>90%</td>
<td>0 0 0 0 0 0</td>
</tr>
<tr>
<td>-200 to -300</td>
<td>50%</td>
<td>0 0 0 4 0 2</td>
</tr>
<tr>
<td>&gt; 200</td>
<td>10%</td>
<td>18 18 18 14 18 16</td>
</tr>
</tbody>
</table>

(Note: (a) area sheltered from rain and (b) area partially exposed to rain)

6. Discussion and conclusion

Carbonation can be considered as the dominant mechanism for the corrosion of reinforcement in residential buildings. Hence, the carbonation depths were measured in three consoles of no visible corrosion in a 53-year-old residential building, considering exposure to rain and shelter from rain. It could be seen that the measured average carbonation depth at the side sheltered from rain was 7 mm (X1) and that of the side partially exposed to rain was 4.5 mm (X2). Considering the mean values of random variables, the calculated mean carbonation depth is 18 mm for the side sheltered from the rain and 8.7 mm for the side partially exposed to rain. It could be seen that the calculated mean carbonation depths are higher than the measured carbonation depths. Moreover, painting of the surface may hinder the carbonation process, resulting in lower measured carbonation depths than expected. Furthermore, the probability of corrosion initiation was estimated using Monte Carlo simulation; results were 22.5% at 53 years for the area sheltered from rain. The HCP measurement at 53 years shows that the percentage chance of corrosion initiation for the same area is 10-19%, which is lower than the estimated probability of corrosion initiation. This implies that the estimated probability of corrosion initiation provides a good safety margin in designing the concrete cover.
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Abstract

In massive tunnel structures, early age cracking can lead to a loss of serviceability of the structure due to leakage. Therefore, a realistic calculation of the temperature and stress development caused by heat of hydration is necessary to ensure an economic design. This paper presents an application example for the control of early age cracking in a massive tunnel structure. Experimental investigations are carried out to characterize the thermomechanical behaviour of the concrete at early ages. This includes the testing of the adiabatic heat release, the development of the mechanical short term properties (compressive strength, tensile strength and Young’s modulus) and the autogenous shrinkage. The experimental results are used to perform numerical simulations of the temperature and stress development in the tunnel structure. In addition, the temperatures and strains in the structure are metrologically monitored to validate the simulation results.

1. Introduction

In massive concrete structures, the temperature development caused by heat of hydration in combination with restraint of the structure can cause cracking at early ages. To avoid cracking or limit the crack width with reinforcement, a realistic calculation of the temperature and stress development is needed. For such a calculation, several factors affecting the material and the structural behaviour have to be taken into account. These factors have been studied extensively in the last decades to improve the description of the material properties since early ages, e.g. [1-4]. Several different modelling approaches and numerical tools for the description of the thermo-chemo-mechanical behaviour of concrete structures have been derived from these studies, e.g. [5-10]. Numerical models that account for all the influencing factors provide a realistic description of the structural behaviour but are at the same time computationally expensive and need an advanced theoretical knowledge from the user to
produce reliable results. Therefore, in engineering practice it is more common to use simplified modelling strategies due to their easier inclusion into the planning process. The present paper describes the application of such a simplified modelling strategy for the control of early age cracking in a massive tunnel structure. In the course of the extension of a highway in Berlin, a part of this highway is built as a tunnel with four lanes in each direction. The tunnel is constructed as cut-and-cover tunnel, where the excavation is supported with slurry walls and an underwater concrete slab founded on piles. The cross section of the tunnel is shown in fig. 1. The tunnel is built in independent segments with a length of 10 m. Each segment is constructed in three stages: First, the foundation slab is cast, followed by the middle wall. The outer walls and the top slab are cast together in the third stage.

As the tunnel is exposed to groundwater, special attention has to be paid to the water tightness of the structure. Due to the large thickness of the walls and slabs there is a high risk of cracking due to restraint stresses caused by heat of hydration and shrinkage. To avoid leakage of the structure, the evolution of restraint stresses has to be taken into account for the design of the reinforcement.

Hence, a comprehensive experimental program has been carried out to obtain an accurate description of the concrete’s material behaviour at early ages. This includes the testing of the adiabatic heat release, the evolution of the compressive strength, the tensile strength and the Young's modulus and the autogenous shrinkage.

The experimental results act as input parameters for the subsequently performed numerical simulations. Staggered temperature-stress simulations with three dimensional finite element models were performed. With the results of the numerical simulations, the cracking risk due to restraint stresses can be estimated and an economic design of the reinforcement needed for crack width control can be ensured.

2. Material properties

2.1 Concrete mix design

A concrete of strength class C35/45 is used for the tunnel construction. Table 1 shows the mixture for 1 m³ fresh concrete. For reasons of fire protection, an amount of 2 kg/m³ polypropylene (PP) fibres is added to the mix. These fibres reduce the risk of explosive concrete spalling due to fire impact, because they melt at about 170°C and increase the gas permeability of the concrete [11]. In this relatively small dosage applied here, PP-fibres do not influence the properties of the hardened concrete, but the fresh state properties. The
addition of PP-fibres leads to a higher water demand and increases the risk of bleeding. Thus, a special mix design is required. A high content of fly ash is added to ensure the stability of the paste. A low heat slag cement (CEM III/A 32.5 N-LH/NA) is chosen to keep the heat evolution as low as possible and thus to reduce restraint stresses at early ages.

Table 1: Concrete mix

<table>
<thead>
<tr>
<th>Component</th>
<th>[kg/m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement CEM III/A 32,5 N-LH/NA</td>
<td>340</td>
</tr>
<tr>
<td>Fly ash</td>
<td>135</td>
</tr>
<tr>
<td>Gravel 0/16</td>
<td>1617</td>
</tr>
<tr>
<td>Water</td>
<td>182</td>
</tr>
<tr>
<td>Superplasticizer</td>
<td>2,7</td>
</tr>
<tr>
<td>PP-fibres</td>
<td>2,0</td>
</tr>
<tr>
<td>w/c-ratio (kFA = 0,4)</td>
<td>0,46</td>
</tr>
</tbody>
</table>

2.2 Heat of hydration

The heat of hydration of the concrete was measured using an adiabatic calorimeter. The results are shown in fig. 2. The low heat slag cement in combination with the high amount of fly ash leads to a moderate heat release.

Fig. 2: Heat of hydration

To take into account the effect of temperature on the reaction rate, a maturity approach based on the Arrhenius formula is used [12]. The real concrete age \( t \) is transformed into the equivalent age \( t_{eq} \) using the relation

\[
t_{eq} = \int_0^t \exp \left( \frac{E_A}{R} \left( \frac{1}{293 \, K} - \frac{1}{273 \, K + T(t)} \right) \right) \, dt,
\]

in which \( E_A \) is the activation energy and \( R \) is the ideal gas constant (\( R = 8,314 \, \text{J/(mol K)} \)). The activation energy mainly depends on the cement type. A constant value of \( E_A = 40 \, \text{kJ/mol} \) is assumed for the calculations. The equivalent age \( t_{eq} \) defines the time that is needed at 20°C to reach the same hydration degree as under the given temperature history \( T(t) \).
2.3 Mechanical short term properties
The compressive strength, the tensile strength and the Young’s modulus in tension have been tested at ages of 1, 2, 3, 4, 7, 14 and 28 days. The compressive tests were performed on cubes with an edge length of 150 mm. The tensile strength and the Young’s modulus in tension have been tested on cylindrical specimens (d = 80 mm, h = 300 mm) in direct tensile tests. Fig. 3 shows the test results.

The combination of slag cement and fly ash leads to a relatively slow evolution of the compressive strength which still shows a significant increase for ages greater than 14 d. The tensile strength and the Young’s modulus evolve quicker and reach their final value earlier.

Fig 3: Evolution of compressive strength, tensile strength and Young’s modulus

The calculation of restraint stresses requires a continuous description of the evolution of the mechanical properties. Therefore the exponential function
\[ f(t_{eq}) = f_0 \cdot \exp\left(A \cdot \left(\frac{t_{eq}}{t_0}\right)^B\right) \] (2)

is fitted to the experimental results, see fig. 2. The corresponding model parameters are listed in table 2.

| Model parameters for the description of mechanical short term properties |
|-----------------|-----|-----|-----|
|                | \(f_0\) [N/mm²] | A [-] | B [-] | \(t_0\) [d] |
| compressive strength | 64.9 | -3.1 | -0.65 | 1.0 |
| tensile strength | 2.25 | -6.7 | -2.64 | 1.0 |
| Young’s modulus | 31500 | -2.0 | -1.42 | 1.0 |

### 2.4 Autogenous shrinkage

The autogenous shrinkage has been tested on horizontal specimens with a cross section of 100 mm x 60 mm and a length of 1000 mm. The specimens can move totally free on a layer of neoprene and are sealed with PE-foil and a metallic mould against moisture loss. The shrinkage strain is measured at the ends of the specimens with a highly sensitive LVDT. The strain evolution shows an intense swelling in the first 1.5 days followed by a continuous shrinkage, see figure 4. The swelling at the beginning compensates a part of the subsequent shrinkage, but for the evolution of stresses the shrinkage becomes more important, because the Young’s modulus is significantly higher in this phase.

![Autogenous shrinkage](image)

### 2.5 Viscoelasticity

Early age concrete shows an intense viscoelastic behaviour that decreases continuously with the progression of the hydration process [2,13,14]. The viscoelastic behaviour greatly influences the evolution of stresses in restrained construction parts. Because no experimental results are available for the concrete used here, assumptions were made to take into account the viscoelastic behaviour for the calculation of stresses. The data from [14] was used as a reference because it describes the creep behaviour of a concrete with the same cement type and a similar strength evolution. The double power law (DPL) [15] is used to define the creep coefficient:

\[ f(t) = f_0 \cdot \exp\left(A \cdot \left(\frac{t}{t_0}\right)^B\right) \]
\[ \varphi(t, t_l) = \varphi_1 \cdot t_l^{-m} \cdot (t - t_l)^n \] (3)

In this equation, \( t \) is the concrete age and \( t_l \) the concrete age at loading. \( \varphi_1 \), \( m \) and \( n \) are model parameters that define the magnitude and the shape of the creep curves. The assumed values of \( \varphi_1 \), \( m \) and \( n \) are listed in table 3.

<table>
<thead>
<tr>
<th>Table 3: Parameters for DPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi_1 )</td>
</tr>
<tr>
<td>0.37</td>
</tr>
</tbody>
</table>

3. Numerical simulations

3.1 Finite element model and calculation procedure

The temperature and stress evolution in the tunnel structure has been analysed using the finite element software TNO Diana. The calculations were carried out as staggered analyses, which means that the temperatures are calculated first and act as loading in the subsequent structural analysis. For the thermal analysis the measured hydration heat from fig. 2 was implemented as heat source. The heat exchange with the surrounding air has been modelled with convective boundary elements that take into account the formwork or other surface treatments through an adaption of the film coefficient. For the ambient temperature, the following scenario was assumed: The concrete casting is performed during mild winter weather (10°C). The fresh concrete is assumed to have a constant temperature of 20°C. After five days of curing, a sudden start of winter occurs and the ambient temperature decreases linearly to -7°C. This scenario can be treated as worst case scenario, because the cooling down of the air leads to an additional contraction of the concrete that increases the magnitude of restraint stresses. To take into account the phased construction, separate models were used to perform the temperature and stress calculations. In each model, the experimentally determined material properties of the early age concrete were implemented directly into the simulation. The material properties of the previously cast segments were assumed to be constant and equal to the values at 28 days, because the intervals between the construction phases are relatively long.

The simulations do not take into account cracking even if the calculated stress exceeds the tensile strength. This simplification is accepted because a description of the strain-softening behaviour needs complex experiments and its implementation into numerical simulations is computationally expensive. Thus, the stress evolution calculated after the exceeding of the tensile strength is not realistic because cracking leads to a redistribution of the stresses. Nevertheless the calculated stress distributions can be used to identify zones with a high risk of cracking, which was shown in a comparative study in [16].

Because of the symmetry, only a quarter of the total system has to be modelled for the finite element analyses. Fig. 5 shows the finite element mesh for the construction phases of the middle wall and the outer walls together with the ceiling slab. All construction parts are assumed to be monolithically connected. The nodes at the lower surface of the underwater concrete slab are assumed to be fixed in each direction.
3.2 Temperature evolution
Fig. 6 shows the temperature distribution for the two investigated construction phases at the
time when the maximum temperature is reached. The maximum temperature in the middle wall occurs 2 days after casting and reaches a value of 44.2°C. In the outer walls, the maximum temperature is 49.0°C which occurs at an age of 2 days and 6 hours. The maximum overall temperature occurs in the ceiling slab directly above the middle wall, because this part of the construction has the largest thickness. A maximum value of 57°C after 2 days and 20 hours was calculated for the ceiling slab.

3.3 Stress evolution
The restraint of the thermal deformations by already hardened parts of the construction leads to the formation of compressive stresses in the warming phase and tensile stresses in the cooling phase. In addition, the temperature gradients between the core and the surface lead to
eigenstresses in the cross sections. The largest values of tensile stresses that may cause cracking are thus expected during or after the cooling down of the structure. Fig. 7 shows the distribution of stresses in the longitudinal direction in the middle wall at an age of 28 days.

![Stress distribution in the middle wall 28 days after casting](image)

Figure 7: Stress distribution (longitudinal direction) in the middle wall 28 days after casting

Due to the restraint by the already hardened slab, the highest tensile stresses occur in the symmetry plane near to the joint. The large contraction caused by the cooling down and the shrinkage of the concrete leads to the excess of the tensile strength in big parts of the wall. From the results of the stress calculation, it has to be assumed that vertical cracks from the joint between slab and wall up to more than half of the height of the wall will occur. A similar stress distribution can be observed in the outer walls, see fig. 8. The ceiling slab is restrained both in longitudinal and transverse direction. The highest tensile stresses in longitudinal direction occur directly above the walls, because these areas correspond to the areas with the maximum temperature and are at the same time highly restrained due to the monolithic connection with the walls. The part between the walls shows a lower tensile stress level that does not exceed the tensile strength. In the transverse direction, high tensile stresses that exceed the tensile strength occur nearly in the whole ceiling slab. These stresses are mainly caused by the rigid connections between the slab and the outer walls.

![Stress distribution in the outer walls and ceiling slab 28 days after casting](image)

Figure 8: Stress distribution in the outer walls and ceiling slab 28 days after casting

The results of the stress simulations reveal that all parts of the tunnel construction are subjected to a high risk of cracking due to restraint. To limit the crack width and ensure the serviceability of the structure, the resulting stresses must be taken into account for the design.
of the reinforcement. The design of the minimum reinforcement according to the German version of Eurocode 2 [17] is mainly affected by the tensile strength at the time of cracking that may be derived from the calculated stress evolutions. In the parts of the structure where no cracking has to be expected, the minimum reinforcement can be reduced related to the calculated stress level.

To ensure the correctness of the numerical investigations and the reinforcement design, monitoring measures for the temperature and strain evolution in the most critical parts will be installed in the construction phase.

4. Conclusions

In this paper, an application example for the control of early age cracking in a massive tunnel structure based on experimental investigations and numerical simulations was presented.

An experimental program was carried out to characterise the material behaviour of the concrete at early ages. This included the testing of the heat of hydration, the evolution of the compressive strength, tensile strength and Young’s modulus and the autogenous shrinkage. For reasons of fire protection, a special concrete mix with PP-fibres was used. The high fly ash content in combination with a low heat slag cement lead to a relatively slow evolution of the mechanical properties and a long lasting growth of the compressive strength. The concrete showed a significant autogenous shrinkage that was compensated partly by a swelling at the beginning of the reaction.

The experimental results were used as input parameters for numerical simulations of the temperature and stress evolution in the tunnel structure. The results of the thermal analyses show that the maximum temperature inside the concrete structure goes up to 57°C for the assumed boundary conditions. The restrained contraction of the structure due to the intense cooling down and the simultaneous shrinkage of the concrete lead to high tensile stresses and consequently to a high risk of cracking.

To ensure the watertightness of the structure these stresses must be taken into account during the design of the reinforcement. Because the boundary conditions have been assumed for the worst case scenario, a high amount of reinforcement is necessary for crack width control. To ensure an economic design, further simulations will be carried out to check if a reduction of the reinforcement is possible when the construction process is optimised. This will include investigations on the influence of the climate during construction and the sequence of construction phases. Additionally, the temperature and strain evolution will be metrologically monitored during construction to check the reliability of the numerical results.
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Abstract
Two independent approaches to predict the restraint-induced macrocrack patterns in walls have been recently proposed by the authors [1, 2]. The model of Knoppik-Wróbel and Klemczak [1] is fully numerical whereas the approach of Schlicke and Tue [2] is a simplified engineering model on the basis of analytical considerations. Both approaches are macroscopic solutions aiming at a robust prediction of macrocrack patterns with respect to its main driving forces. Both accept a certain level of simplification to ensure a broad applicability, however, their reliability was verified by satisfying results of recalculations of practical observations, as presented e.g. in [4, 6]. This contribution presents both approaches and compares the results of each for a given example. Besides computational aspects, mechanical background of the restraint-induced cracking is outlined with special regard to relevant material properties, geometry and restraint situations.

1. Fundamentals on hardening-induced macrocrack formation in walls on foundations

1.1 Driving forces
Concrete is a material which gains its strength and stiffness due to cement hydration. In concrete elements with significant dimensions this leads to remarkable temperature histories, beginning with self-heating due to the heat release of the highly exothermal hydration and limited conductivity of concrete. Subsequently, the hydration reaction rate decreases and the element cools down to the ambient temperature level. In case of walls on foundations, the accompanying temperature deformations are restrained by the rigid connection between both components, which leads in the warming phase to compression in the wall. By cooling down, the imposed compressive stresses are decreased again. However, since also the concrete stiffness evolves strongly at the same time, compressive stresses due to warming are significantly smaller than tensile stresses due to cooling down. Autogenous shrinkage, decreasing viscoelasticity of aging concrete and the difference between concrete temperature...
at setting and ambient temperature level increase these tensile stresses additionally. The final resultants of these stresses are a tensile force and a positive bending moment in the cross section of the wall \((N_W, M_W)\) which are superimposed by negative bending moment over the combined cross section of the wall and foundation due to activation of self-weight \((M_g)\). Fig. 1 illustrates this context schematically.

Besides, transient influences on the temperature and moisture field of the cross section cause internal restraint. Temperature and drying differ significantly between the surface and the interior of the wall, but the accompanying deformations are fully restrained in the uncracked state since the cross section remains plane, which leads to self-balanced stresses or the so-called Eigenstresses. For better understanding, Fig. 2 shows the described parts of a hardening-induced stress distribution.

1.2 Crack formation process
From macroscopic point of view, crack formation starts if the present tensile strength is exceeded in a single material point \((ı(y,z) > f_{ct}(y,z))\). As long as Eigenstresses are predominant in this stage, only microcracking – respectively small, locally restricted cracks – occur. However, this type of cracking comes along with softening of the cross-section and beneficial compressive Eigenstresses decrease. In the worst case, only stresses due to stress resultants remain. If these stresses reach the tensile strength of the cross-section, macrocracking is to be expected \((ı_N + ı_M + ı_M > f_{ct})\). Figure 4 in [3] illustrates this context.

The risk of macrocracking is usually reduced by Eigenstresses, however, as soon as microcracking occurs, the risk of macrocracking increases. This effect is intensified by further Eigenstresses over the width, which are not illustrated in Fig. 2 for clearness reasons. With respect to the final stress distribution without Eigenstresses as shown in Fig. 1 (right), the formation of macrocracks starts theoretically in the bottom part of the wall. But in these
parts the stiffness of the foundation will reduce the crack width considerably. Only if the macrocrack proceeds over the height of the wall, they become visible. For an efficient design it is very desirable to know whether these macrocracks will stop at a certain height or proceed over the whole wall as well as what is the distance to the next macrocrack. Thus, significant factors influencing these aspects are discussed in the following section.

1.3 Relevant influences on the final macrocrack pattern
The material, technological and environmental conditions determine mostly the magnitude of strains and strain rate, and as such define whether the cracks form or not. The final pattern of cracks depends mostly on geometry, dimensions and restraint conditions.

In general, the maximum tensile stresses in a base-restrained element occur in the plane of symmetry in length direction. This is also where first cracks are formed and where they reach the greatest heights. For the same material, technological and environmental conditions the height of this crack would depend solely on the restraint situation dependent on the $EA$ and $EI$ as well as $L/H$ ratios.

Depending on the cracking potential of hardening concrete and geometrical characteristics of the wall, further primary cracks can successively develop in the wall. In shorter walls, these cracks reach lower heights due to a smaller effective $L/H$ ratio. The cracks are usually vertical in the central part of the wall and slanted near the edges where the rotational restraint becomes more significant. Horizontal cracks can be formed at the joint if shear stresses at the joint exceed the bond strength. A comprehensive description of cracking pattern in walls on foundations is presented in chapter 2 of [4].

1.4 Modelling
The modelling of hardening-induced macrocrack patterns of walls on foundations is a complex matter. The major challenge is to combine complex time- and stress-dependent material behaviour with crack formation on structural level. Only a modest number of contributions exist, whereby the fundamental work by Rostasy and Henning [5] is certainly to be seen as one of the most important ones. Next to this, the authors of this paper proposed two approaches independently of each other. Other pertinent proposals are not known.

2. Numerical prediction of hardening-induced macrocrack formation in walls

2.1 Model used
The model used was based on the proposal of Knoppik-Wróbel and Klemczak [1]. Calculations were performed with a computer implementation of this phenomenological model that allows for thermo–mechanical analysis of walls on foundation taking into account the effect of hydration heat, temperature development, ageing, creep, soil–structure interaction and behaviour of concrete after damage.

The analysis was performed in two steps. In the first step non-linear and non-stationary thermal fields were determined in concrete elements and subsoil, respectively:

\begin{align}
\varepsilon_{b,T} &= \text{div}(\lambda \text{ grad } T) + q_b(t,T) \\
\varepsilon_{b,T} &= \text{div}(\lambda \text{ grad } T)
\end{align}
where $T$ is temperature, K; $c_p$ is specific heat, kJ/(kg·K); $\rho$ is density, kg/m$^3$; $\lambda$ is thermal conductivity, W/(m·K) and $q_h(t,T)$ is the rate of hydration heat generated per unit volume of concrete, W/m$^3$. The function of hydration heat time-development was described with the approximation function of equivalent age, $t_e$:

$$Q(t,T) = Q_{tot}e^{-a_1t_e^{a_2}}$$

(3)

where $Q_{tot}$ is the total amount of hydration heat, J/g, and $a_1, a_2$ are calibration coefficients dependent on the type of cement. 3$^{rd}$ type boundary conditions were used. The aim of this study was to investigate mechanical behaviour of the wall, thus physical analysis was limited to thermal analysis. The authors are, however, aware that other influences such as autogenous and drying shrinkage as well as coupling of these phenomena are not less important.

The imposed thermal strains were treated as volumetric strains and they were calculated based on the changes of temperature:

$$\epsilon_n = \begin{bmatrix} \epsilon_{n,x} & \epsilon_{n,y} & \epsilon_{n,z} & 0 & 0 & 0 \end{bmatrix}$$

(4)

$$\epsilon_{n,x} = \epsilon_{n,y} = \epsilon_{n,z} = \alpha_T \Delta T$$

(5)

where $\alpha_T$ is the coefficient of thermal expansion, 1/K.

Viscoelasto–viscoplastic material model with the modified 3-parameter Willam–Warnke failure criterion (MWW3) was used for hardening concrete following Klemczak [7] and elasto–plastic material model with the modified Drucker–Prager failure criterion was used for soil (see [4]). Detailed formulations of these models are given in [1] and [4]. The possibility of crack occurrence was defined with the damage intensity factor ($DIF$):

$$0 \leq DIF = \frac{r_\text{oct}}{r_\text{crit}} \leq 1$$

(6)

Graphical interpretation of $DIF$ is shown in Fig. 3. When $DIF = 1$, it is equivalent to formation of a crack in the direction perpendicular to the direction of the principal tensile stress. Smeared cracking pattern was used. When failure is reached, material exhibits softening behaviour. In the model, deviatoric and volumetric softening was applied with hardening and softening laws adopted following Majewski [8].

![Graphical interpretation of damage intensity factor (DIF)](image-url)
2.2 Reference case and limitations of the model

For the reference case, a wall on foundation was chosen with the dimensions as specified in Fig. 4. Material, environmental and technological data used are given in Tab. 1. The wall was concreted 3 weeks after the foundation. The structure was kept in formwork during the whole analysis. The initial temperature of concrete was $T_i = 25^\circ C$ and the ambient temperature was $T_a = 20^\circ C$. The initial temperature of soil was equal to the ambient temperature. Final geometry of the wall and input data were chosen after extensive parametric study.

![Image of a wall on foundation with dimensions and thermal properties](image)

(a) longitudinal view $yz$ plane, $x = 0$ (b) transverse view $xy$ plane, $z = 0$

Figure 4. Analysed wall on foundation: geometry and FE mesh for ¼ of wall. Reference case

<p>| Table 1: Parameters used in the study. |</p>
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity, $\lambda$</td>
<td>W/(m·K)</td>
<td>2.6</td>
</tr>
<tr>
<td>Specific heat, $c_p$</td>
<td>kJ/(kg·K)</td>
<td>1.0</td>
</tr>
<tr>
<td>Density, $\rho$</td>
<td>kg/m³</td>
<td>2500</td>
</tr>
<tr>
<td>Amount of cement, $C_c$</td>
<td>kg/m³</td>
<td>340</td>
</tr>
<tr>
<td>Total heat of hydration, $Q_{tot}$</td>
<td>J/g</td>
<td>400</td>
</tr>
<tr>
<td>Coefficients $a_1$ and $a_2$</td>
<td>-</td>
<td>470, -0.1</td>
</tr>
<tr>
<td>Coefficient of heat exchange, $\alpha_e$</td>
<td>W/(m²·K)</td>
<td>4.0</td>
</tr>
<tr>
<td>Thermal expansion coefficient, $\alpha_T$</td>
<td>1/K</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>Mechanical Properties</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameter</td>
<td>Unit</td>
<td>Value</td>
</tr>
<tr>
<td>Final value of compressive strength, $f_{c,28}$</td>
<td>MPa</td>
<td>38</td>
</tr>
<tr>
<td>Final value of tensile strength, $f_{t,28}$</td>
<td>MPa</td>
<td>2.9</td>
</tr>
<tr>
<td>Final value of modulus of elasticity, $E_{c,28}$</td>
<td>MPa</td>
<td>33</td>
</tr>
<tr>
<td>Coefficient $s$ for cement</td>
<td>-</td>
<td>0.25</td>
</tr>
<tr>
<td>Coefficient $n$ for tensile strength</td>
<td>-</td>
<td>0.6</td>
</tr>
<tr>
<td>Coefficient $n$ for modulus of elasticity</td>
<td>-</td>
<td>0.4</td>
</tr>
</tbody>
</table>
During the parameter study some limitations of the model were encountered which needed to be addressed. The following issues should be mentioned:

**Finite Element mesh.** To capture the most important phenomena, the mesh was densified in the areas of expected damage intensification, i.e. at the joints between the subsequent elements (soil – foundation – wall) and over the width of the wall. Especially a small element size in the core of the wall was needed to realistically simulate the decrease of Eigenstresses during the cracking process. In this regard the model is mesh-dependent, so the same size of finite elements was used in all the analysed models to allow for comparison among them.

**Group control of elements.** In the model, mechanical properties of hardening concrete (strength, elastic modulus) vary in time according to the assumed ageing functions but, because of computational limitations, the aging of each element could not be simulated independently. To still achieve representative results, groups of elements with comparable aging were defined and mechanical properties assigned according to the mean values of the equivalent age. With respect to the very smooth cooling phase (the wall was continuously kept in the formwork for the whole time), it was adequate to divide the wall only into 4 groups: groups for surface elements (to the depth of 5 cm) and core elements. The elements at the axis of symmetry at the length were also assigned to 2 separate groups to avoid numerical problems at the beginning of cracking. Besides, two additional groups of contact elements were introduced: between the soil and the foundation and between the foundation and the wall. The groups of elements are marked with different colours in Fig. 4.

**Cracking.** The model assumes smeared cracking, whereby a set of finite elements in which \( DIF \) reached 1 in tension was considered as cracks. The first crack was always induced in the plane of symmetry by a reduced tensile strength of 0.95\( f_{ct} \), which ensured the worst-case scenario to happen.

**Softening behaviour.** If the actual stress state of an element reaches the failure surface, \( DIF \) reaches the value of 1 and concrete exhibits softening behaviour in this element according to the assumed softening law. Although this softening behaviour can be observed in the results of this study, the extent of this effect seems, from the authors’ point of view, to be underestimated. Thus, verification and recalibration of the softening function is required before further investigations.

### 2.3 Results

Figures 5 and 6 show development of cracks indicated by damage intensity factor \( (DIF) \) in the reference wall (of 10.5 m length). Areas of expected cracks are marked in red. Figure 5 shows a map of \( DIF \) right before the primary crack starts to develop in the axis of symmetry of the wall. It can be observed that some locally restricted damage has already developed in the interior of the wall which complies with the before explained influence of Eigenstresses.

Directly after the state of Fig. 5 a primary crack forms in the axis of symmetry between 16 and 18 days. The final state is shown in Fig. 6 and it can be seen that this crack goes through the whole thickness of the wall. The softening behaviour which can be observed in the vicinity of this crack starts directly at the beginning of formation of this crack at 16 days. Moreover, the crack develops from the interior towards the surface of the wall as the wall is kept in the formwork, so any pre-damage on the surface due to temperature shock after early stripping was avoided. The crack reaches on average ~50 % of the height of the wall. As it should be expected from the length-to-height ratio of the wall \((L/H = 3.5)\), the crack does not
reach whole height and no further primary cracks are formed. Besides, a horizontally running damage intensity concentration can be observed near the edge of the wall due to shear.

Figures 7 to 9 present analogical simulation of damage development in a long wall with the length of 21 m ($L/H = 7$, so twice of the reference case). In Fig. 7 it can be seen again that when the first primary crack develops, softening occurs in its vicinity. It must be noted that the crack in the long wall starts to develop sooner than in the short wall, at the age of wall of 4.5 days. The crack progresses at the thickness of the wall and at its height. It gets its final shape at the age of 8.7 days when it reaches whole height of the wall, which was to be expected for the higher $L/H$.

Figure 8 shows the $DIF$ map at the age of 12 days. Intensive damage was indicated in the interior of the wall which represents microcracks due to Eigenstresses. Besides, a fully-
developed separating crack is visible at the surface in the symmetry axis which “splits” the wall in two halves. After the first primary crack, the remaining half of the wall still has an $L/H$ of 3.5 so ongoing cooling forms another primary crack at the age of 12.7 days (Fig. 9).

Figure 8. Map of DIF in the $L = 21$ m wall at the age of wall $t = 12$ days

Figure 9. Final map of DIF in the $L = 21$ m wall

The distance from the axis of symmetry to this crack amounts $\sim 4$ m, which is $\sim 1.3 \cdot h_W$. Softening is observed in the vicinity of this crack, too. In contrast to the corresponding wall of
$L/H = 3.5$, this crack reaches on average ~80% of the height of the wall. This difference may result from the fact that the crack is formed earlier, so the strength of the concrete is lower.

3. **Analytical prediction of hardening-induced macrocrack formation in walls**

The analytical approach to determine the macrocrack pattern of walls on foundations was comprehensively explained by Schlicke and Tue in [2]. The basic idea is to relate the distance between primary cracks to the length needed to build up the restraint stresses again. From the theoretical point of view, this length strongly correlates with the height which the primary crack reaches. Thus, the stress at the top of the macrocrack $\sigma_R$ will be determined according to the remaining concrete area above the top of the crack $h_R$ to compare the resulting curve with the present tensile strength $f_{ct}$. In all cases where $\sigma_R(h_R)$ falls below the tensile strength, a stop of the cracking will be assumed at this height; in any other case a continuous crack over the wall height will be assumed.

If the crack height is known, the distance between the geometrically set primary cracks will be assumed to have a size of $l = 1.2h_c$. The application of this approach for the numerically studied systems is shown in Fig. 10. The considered stress resultants were determined fully analytically on the basis of an equivalent deformation impact $e_0$ taking into account the temperature field changes due to hydration heat release uniformly distributed in the cross section, stiffness evolution and viscoelasticity for the given material parameters in Tab. 1. Details on the approach used are given by Schlicke in [9].

![Analytically determined primary crack patterns of the numerically studied cases](image)

4. **Discussion and conclusions**

The paper presents a comparative study on early-age cracking process with two independent methods recently proposed by the authors [1, 2]. Although the proposed models accept a certain level of simplification, the comparative study gives an acceptable agreement. Both
solutions indicate a separating crack over the whole height in the symmetry axis of the wall with \(L/H = 7\) as well as a further stopping crack in the distance of \(l_c = (1.25 \pm 0.05) \cdot h_W\) with a height of \(\approx 2/3 \cdot h_W\). A questionable continuation of the analytical approach would indicate another stopping crack at \(L/H = 2.3\) with a height of \(1/2 \cdot h_W\), but this is unlikely due to the weaknesses of the remaining wall length.

From the authors’ point of view the achieved consistency between the numerical and analytical approach confirms the appropriateness of the included simplifications. In detail this refers to the role of Eigenstresses, which are remarkably reduced when any microcracking occurs, so that the process of macrocrack formation is driven predominantly by the stress resultants of the uncracked state AND the conceptual model to derive the distance between the primary cracks from the height reached by the previous crack is adequate. Of course, reinforcement will decrease this distance slightly and cracks which just reached full separation without reinforcement might be stopped somewhat before.

Apart from the comparison between the two models, the insight into the structural behaviour of a wall on a foundation is very valuable for deformation based design concepts as presented by Schlicke and Tue in [3] or Knoppik-Wróbel in [4].
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Abstract
Although concrete is the most widely-used materials in construction in the world, its delayed behavior (shrinkage and creep) is still poorly understood. Shrinkage has negative impacts on concrete structures: cracking, prestress loss etc. Shrinkage (autogeneous, drying and thermal) restraint occurs at different scales. At the mesoscopic scale, shrinkage of cement paste is restrained by aggregates: debonding at cement paste/aggregate interface and inter-granular cracks may occur. At the macroscopic scale, gradients of temperature and relative humidity, restraint by adjacent elements (previously cast slabs, concrete lift etc.) and by reinforcement may induce also debonding and cracking. Effects are various. A decrease of stiffness and load bearing capacity occurs. Penetration of aggressive species (carbonation, chloride etc.) is promoted due to the increase of transport properties (permeation and diffusivity). Finally, if a tightness is required and ensured only by concrete (nuclear reactor containment, tunnel lining, dams, wastewater treatment plant, etc.), it can be compromised. Some examples will be presented through experiments and numerical simulations, and will concern early-age and long term behavior, at different scales. A focus will be addressed on some issues still unresolved.

1. Introduction
At early-age in massive concrete structures, cracking may occur during hardening. Indeed, hydration is an exothermic chemical reaction (temperature in concrete may overcome 60°C [1-3]. Therefore, if autogenous and thermal strains are restrained (self restraint, construction joints), compressive stresses and then tensile stresses rise, which may reach the concrete strength and induce cracking in a real structure. For instance, Ithuralde [3] observed several crossing cracks (opening up to 0.5 mm) in a 1.2m width concrete wall (representative of French nuclear power plant containment), cast on a concrete slab. At long term, since drying is not uniform, gradient of drying shrinkage induces tensile stresses at the surface equilibrated
by compressive stresses in the core. For structures like tanks or nuclear containment vessels, this cracking may significantly increase concrete permeability and reduce tightness. For other massive structures (bridges, tunnels…), the serviceability may be reduced due to the penetration of aggressive species (such as carbon dioxide, sulfate and chloride ions).

Cracking highly depends on creep (essentially basic creep in massive structures). However, the question whether creep strains are the same in compression (such tests are “classical”) and in tension (difficult to perform) is not fully resolved. This literature review highlights the fact that there is no consensus in scientific community regarding basic creep in tension. Moreover, at early age, concrete structures can reach 60°C and thus, an important effect of this temperature evolution is expected on the concrete behaviour and especially on the basic creep strains rate.

The behaviour of heterogeneous materials, as cement-based materials (concrete, mortar) depends on the behaviour of each phase of this material (cement paste and aggregates mainly), which can be very different depending on the loading. Tensile stresses are thus induced in the cement paste surrounding aggregates. They are also counterbalanced by compressive stresses in the aggregates (self-equilibrated state of stresses again), leading to debonding at the cement paste/aggregate interfaces and to the growth of intergranular cracks.

To accurately predict the mechanical consequences of induced cracking, it is required to develop of a powerful numerical tool to account for the influence of drying loadings on the mechanical response. Indeed, several features should be considered, such as, drying, drying shrinkage, basic and drying creep (which relaxes inducing stresses), cracking in tension.

The first part will be devoted to modelling at macroscopic scale. Influence of boundary conditions and basic creep strains at early age (age effect and temperature effect), including coupling between cracking and creep, and dissymmetric effect in compression/tension. This study is based on the RG8 experiment (CEOS national project, [4]) and on a concrete mix which is representative of a nuclear power plant which are used for numerical simulations.

Effect of drying on the behavior of reinforced concrete structures will be also studied. In the second part, restraint of shrinkage by aggregates will be investigated. Numerical simulations are compared to experimental results using digital images correlations on controlled heterogeneous specimens from a cylindrical aggregates obtained by coring and a cement paste cast around. Digital images correlation allows for extracting cracking patterns as crack openings and displacement field (after post processing), which is more exhaustive than the use of global data from local sensors (drying shrinkage for instance). The numerical simulations show the great and positive impact of creep strains, which must be taken into account. If creep is not taken into account, cracking is overestimated largely (which may induce a large decrease of mechanical properties) after drying, which is not consistent with experimental data.
2. Macroscopic scale

The influence of the delayed strains is numerically quantified on the studied concrete structures. The total concrete strain is calculated according to:

\[ \varepsilon = \varepsilon_{elas} + \varepsilon_{dr} + \varepsilon_{sh} + \varepsilon_{au} + \varepsilon_{th} + \varepsilon_{bc} + \varepsilon_{dc} + \varepsilon_{ttc} \]  

(1)

Where \( \varepsilon_{elas} \); \( \varepsilon_{sh} \); \( \varepsilon_{au} \); \( \varepsilon_{th} \); \( \varepsilon_{bc} \); \( \varepsilon_{dc} \); \( \varepsilon_{ttc} \) are the respective elastic, drying shrinkage, autogeneous shrinkage, thermal strain, basic creep, drying creep strain and thermal transient creep. Classical models for drying, hydration and temperature predictions are used. The damage model proposed by Mazars [5] has been slightly modified [6]. In this model, a scalar mechanical damage variable is associated to the mechanical degradation process of concrete induced by the development of microcracks. The relationship, between apparent stress \( \sigma \), effective stress \( \tilde{\sigma} \), damage \( D \) (depending also on tensile strength \( f_t \)), elastic stiffness tensor \( E \) and the previously defined elastic strain, reads:

\[ \sigma = (1 - D)\tilde{\sigma} \]  

and

\[ \tilde{\sigma} = E\dot{\varepsilon}_{elas} \]  

(2)

According to the softening behavior, an energetic regularization [7] prevents of mesh dependency. All the main constitutive relationships can be found in [2] and [10].

2.1. Early-age behaviour

2.1.1 Influence of thermal boundary conditions

Investigating the maximal temperature reached at early age can be a good way to study the massive structure sensibility to cracking (due to restrained thermal and autogeneous shrinkage) and delayed ettringite formation (DEF). Besides, the early age cracking can be a consequence of a high temperature gradient between the core and the surface of an element. Both effects have been studied for a massive wall (thickness: 1.2m; height: 2m; length: 20m, see Figure 1) and with the assumption that the wind direction is parallel to the wall.

![Figure 1: Maximal temperature Tmax reached in a massive wall (thickness 1.2m) with respect to wind velocity and external temperature.](image)

In this study, only the external conditions (wind velocity and external temperature) are sources of variability but for an application to a real case, materials properties variability must
also be taken into account (total heat release, concrete thermal conductivity,… [8]). Besides, the initial concrete temperature has a significant effect on the maximal temperature but to avoid this third parameter, we used a relationship between the external temperature \( T_{\text{ext}} \) and the initial concrete one \( T_{\text{ini}} \), proposed by Torrenti and Buffo-Laccarriére [8].

![Figure 2: Temperature difference between the core and the surface in a massive wall (thickness 1.2m) with respect to the wind velocity and of the external temperature.](image)

The results of this study are resumed on figure 1 and 2. One can see on the figure 2 a slight effect of wind velocity on maximal temperature. This can be explained by the fact that, as the thermal concrete conductivity is rather low, the thermal exchange conditions at the core are close to adiabatic ones. On the contrary, the evolution of the maximal temperature due to the external temperature is quasi-linear. This can be explained by the fact that the initial temperature is assumed to be a linear function of the external temperature. On contrary to the previous results, the wind velocity has a high effect on "temperature gradient" (Figure 2), whereas the external temperature has a slight one. This indicates that with regards to these two phenomena, there are no optimal casting conditions (autogenous and drying shrinkage are not considered).

### 2.1.2 Dissymmetry of creep: effect on stresses

There is no consensus on the tensile creep of concrete at early-age and at long term. In most cases, only compressive creep tests are performed, since they are easier to perform. Besides, stresses (compression/tension) may change during service life of concrete structures. In order to show the impact of this dissymmetrical behavior, material parameters were identified on experimental results for creep of Briffaut et al. [9] (see the results in Figure 3 at left). Then, numerical simulations were performed on a 1.2 m thick concrete structure [3]. The results shown in Figure 3 (right) highlight a difference which is greater than the difference between the results obtained with and without the taking into account of creep (after 10 days). However, the difference occurs only after 4 days.
2.1.3 Simulation of RG8 specimen: influence of creep and creep/cracking coupling

Numerical simulations are performed on a large beam specimen realized for ConCrack international Benchmark (for Control of Cracking in Reinforced Concrete Structures, [4]). After casting, the structure is thermally isolated and protected from drying during 48 hours. Then, the isolation and the formwork are removed and the structure is kept during two months outside. During all the test, longitudinal strains of the structure are globally restrained by two metallic struts.

Numerical simulations on an active thermal ring test [9] and on RG8 beam [4] show that the coupling between creep and cracking should be taken into account in order to retrieve experimental simulations (i.e. the occurrence of 1 crack at least). Indeed, as displayed in Figure 4 and Table 1, no cracking is predicted with an approach where creep is not coupled with damage (3 cracks appear during the experiment at different times). Taking into account creep reduces drastically the crack opening. However, it should be emphasized that only 2 (considering the symmetry) cracks occur, as 3 cracks (the first one in the center of the specimen) have been reporting during the experiments.

Figure 4: Damage field on the RG8 beam for different creep approach: 1 = without creep, 2 = Creep without coupling with cracking, 3&4 = creep coupled with cracking for 2 different meshes (3 is not displayed but it is very similar to 4).
Table 1: Predicted crack opening for different models

<table>
<thead>
<tr>
<th>Model</th>
<th>Without creep (1)</th>
<th>Creep without coupling with cracking (2)</th>
<th>Creep coupled with cracking, mesh 1 (3)</th>
<th>Creep coupled with cracking, mesh 2 (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crack opening [μm]</td>
<td>359</td>
<td>0</td>
<td>158</td>
<td>152</td>
</tr>
</tbody>
</table>

2.2. Effect of drying at long term

The effect of drying shrinkage is illustrated on a RC-tie specimen (w/c = 0.48, section of 10x10 cm², 1 m long reinforced with a steel bar of 12 mm diameter, see [10]). Ninety days of drying are taken into account (only a quarter is meshed). Figure 5 shows the damage and axial stress fields after 90 days. Along the interface, it can be observed a slight concrete degradation ($D$ around 0.3) due to the strain incompatibility between concrete and the couple rebar-interface. However, considering a uniform drying shrinkage strain, the rebar restraint induces significant tensile quasi-uniform axial stresses in the specimen. The axial stresses are equal to about 0.75 MPa (=1/4 of the tensile strength). The mechanical response of the tension test will be therefore influenced by the “initial” state of stress in the specimen.

Figure 5: RC tie: experimental set-up; stress and damage fields in concrete, after 90 days in drying conditions (quarter of structure) – the steel rebar and the interface are not represented.

The tension test is then numerically carried out. The mechanical response is plotted in Figure 6. The response is greatly impacted by the drying shrinkage strain in the specimens. The first cracking force decreases by about 30%, in accordance with the initial internal stresses before loading. The first crack establishes the course of the further crack initiations. It is also observed a slight loss of initial stiffness if drying. That is explained by concrete degradation at the steel–concrete interface before loading (Fig. 5).
Finally, the presented results show the importance of considering the delayed strains in structural analysis. It mainly controls the first crack initiation along the specimen. However, the restraint phenomenon is reinforcement-ratio dependent. A specific analysis must be therefore conducted for each specific structure.

3. Mesoscopic scale

3.1. Description of the test

A cement paste with a water to cement ratio of 0.57 containing different contents of sandstone cylindrical aggregates (with different diameters) is used as a “model” material mix [11]. The specimen are demoulded and protected from drying by a plastic foil recovered by an adhesive aluminium layer. The impermeability of the system has been checked by measuring its weight evolution.

Thin layers of these mesostructures (10 mm width) are cut from each block of mesostructure (100 × 100 × 50 mm³) after 28 days of hydration. The aggregates position is determined precisely so as to be able to mesh easily these mesostructures for the numerical simulations. Three thin layer mesostructures constituted of cement paste only are also cast so as to assess cement paste behaviour during drying without interaction with aggregates effects (and check that drying shrinkage gradient does not lead to cracking. The tests were carried out at 25°C and 45 % of relative humidity.

A monitoring of the displacement field for the different mesostructures has been performed using a digital camera (CANON EOS 350D), at the rate of one shot every 10 min during the 48 first drying hours, on one of the drying surfaces. The evolution of the displacement field on the observed surface is determined by Digital Image Correlation (DIC) using the Correli-Q4-LMT software developed in our laboratory (Besnard and Hild, [12]). The observed surface is previously recovered by a spraying paint so as to obtain a random texture in order to increase the correlation technique performance.
3.2. Numerical simulations
The simulation of the mesostructure “1D28” (one aggregate of 28 mm is located in the middle of the specimen) is performed. Different scenarios have been considered:

- FE (Finite Element) boundary conditions: only rigid body motion are prevented, by eliminating 2 translations and 1 rotation (2D);
- DIC (Digital Image Correlation) boundary conditions: experimental displacements ($U_x$ and $U_y$) are imposed in the four edges. Note that one has to project the displacements from the DIC to the generated mesh by the finite element code.

Another numerical simulation has been added, where creep has not been taken into account. The results are summarized in Figure 7. It should be noted that only the numerical simulations with the DIC boundary conditions and with the take into account of creep has converged.

Figure 7: Evolution of vertical displacement for the mesostructure 1D28: comparison between experiments and numerical simulations.

The difference between experimental and numerical displacements corresponds to the square difference of both horizontal and vertical displacements in the whole surface:

$$
\text{error} = \frac{1}{U} \iint_U \left( U_x^{\text{DIC}} - U_x^{\text{FE}} \right)^2 + \left( U_y^{\text{DIC}} - U_y^{\text{FE}} \right)^2 \, dV
$$

(3)

where

$$
\overline{U}^2 = \iint_U \left( U_x^{\text{FE}} \right)^2 + \left( U_y^{\text{FE}} \right)^2 \, dV
$$

(4)

$U_x^{\text{FE}}$ and $U_y^{\text{FE}}$ are horizontal and vertical displacements predicted by finite element calculations, $U_x^{\text{DIC}}$ and $U_y^{\text{DIC}}$ are the experimental displacements determined by DIC.
The numerical simulations show that the take into account of creep and the use of DIC boundary conditions give an error of about 5%. One major horizontal crack at the right side as the experimental result is obtained. But, another one is also visible at the left, which is not so visible in experiments. In the case where creep is not taken into account, several significant cracks are predicted very rapidly leading to no convergence. In the case where only rigid body motions are prevented, the calculation also does not converge, but the cracking pattern is also very different from experiments, as expected. Therefore, in this case, it is very important to impose experimental boundary conditions in order to make a relevant comparison with experiments. But it is not sufficient; a relevant model (including creep) should be also used.

4. Conclusion and perspectives

With the sake of durability, the modeling of reinforced concrete structures is more and more focused on their cracking behavior. Specific attention is devoted to the influence of the concrete delayed strains on the mechanical response of structures. The restraint of shrinkage shows a significant effect on the cracking behavior. It has to be taken into account in order to accurately design reinforced concrete structures.

In the first part, numerical simulations were performed on different concrete structures (RG8 beam, a massive wall, a RC tie) to analyze the effect of creep including the dissymmetry compression/tension and the coupling with cracking, the effect of thermal boundary conditions including the effect of wind and the reinforcement. They show:

- The coupling between creep and cracking allows partially for retrieving experimental results on the ring test and the RG8 beam experiment;
- At early-age, there is a sign change of stresses (compression followed by tension) in restrained massive structures. Taking into account dissymmetrical creep in tension and compression leads to results which are noticeably different from results obtained with considering equal creep in tension and compression;
- Wind has a negligible effect on reached maximal temperature, but a significant effect on temperature gradient;
- Initial state of stress caused by shrinkage restraint should be taken into account in order to assess the mechanical behavior of RC structures.

In the second part, investigation of the prediction of drying in a “model” heterogeneous material has been undertaken, constituted of cylindrical aggregates surrounded by cement paste. Drying shrinkage is restrained by the aggregates, which leads to cracking perpendicular to the aggregate and debonding. Digital Image Correlation has been used in order to get access to the displacements fields. Numerical simulations show that convergence is easily obtained for the studied mesostructure, and that the cracking pattern is much more in accordance between experiments and simulations. It has been also showed that a relevant model should also be used: indeed, when creep is not taken into account, divergence occurs rapidly, and too much damage is predicted.
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Abstract
The ongoing mega project of Hong Kong – Zhuhai-Macau (HZM) sea link project consists of sea bridges of 28.8 km, an immersed tube tunnel of 6.8 km and two offshore artificial islands. One of the major challenges of this project is to ensure a service life of 120 years for the concrete structures in a rather aggressive marine environment. This paper gives a comprehensive presentation on the durability design and the durability assessment for the concrete elements and structures in the project. For the durability design, the general philosophy and approaches are given for the concrete elements, and model-based design is conducted for the carbonation-induced and chloride induced corrosion of steel rebars. The durability requirements are obtained from this model-based design process. During the construction phase, the durability requirements are represented by quality control parameters, and in-situ tests are performed to collect the data for these parameters. On the basis of the statistical properties of these parameters, the achieved durability extent of concrete elements is evaluated through a systematic durability assessment process. On the basis of the assessment results, a preliminary maintenance planning is formulated for the service life.

1. Project introduction
The HZM project links the cities of Zhuhai and Macau on the South-eastern coast of China mainland and the city of Hong Kong (HK) across the water region of Ling’ding Ocean. The total length of project is near 36km, consisting of sea bridges of 28.8 km, two offshore artificial islands and an immersed tube tunnel of 6.8 km. The traffic capacity is 6 lanes in dual direction with a design speed of 100km/h. The design working life of the whole project is 120 years [1]. The preliminary study of project began from 2008 to 2010, the detailed study phase started from 2010 and construction works are expected to end in 2017. The general view of HZM project is illustrated in Figure 1.
The sea bridges consist of four navigable spans and non-navigable spans of 28.8km. The structure for the three navigable spans is cable-stayed bridge while the Hong Kong side span adopts continuous beam structure. These spans are connected by 110m non-navigable spans of continuous beam with steel box-girder. Except for the pylons and auxiliary piers in the navigable spans, all the piers and the bearing-platforms of sea bridges are prefabricated in segments and assembled in place. The immersed tube tunnel is made of concrete, consisting of four in-place segments (112.5m each) and 27 prefabricated segments (180m each). The cross section of the tunnel tube is 38m×11.4m with wall thickness of 1.5m. The prefabricated segments of immersed tunnel are made in factory near the project site and transported to the project site by floating-sinking method. Two artificial islands are constructed serving as the connections between the sea bridges and the immersed tunnels. The area of artificial islands is nearly 200,000 m², constructed with the help of cofferdam made from sand-filled steel tubes.

The HZM project is exposed to the subtropical marine monsoon climate. The annual average temperature is between 22.3~23.1°C. The annual average humidity is between 77%~80% with large seasonal variation. The sea water salinity is 32.9 for eastern part and 25.4 for western part (bottom on sea bed), and lowest salinity is recorded as 8.1 and 10.4 for eastern and western regions. The concentration of Cl⁻ in sea water is between 10700~17020 mg/L and the sulfate ions (SO₄²⁻) is between 1140~2260 mg/L. The pH values of sea water are between 6.65~8.63. On the basis of hydrology data, the exposure zones are evaluated as: atmospheric zone (> +6.26m), splashing zone (+6.26m to -0.40m), tidal zone (-0.40m to -2.10m) and immersed zone (< -2.10m).

2. Durability design for 120 years

2.1 Design philosophy

For the concrete structures exposed to the marine environments of project site, the possible deterioration mechanisms include: the carbonation-induced corrosion of reinforcement steel
by CO₂ in atmosphere, the chloride-induced corrosion of reinforcement steel by the chloride in sea water, the physical and chemical attack of salts (SO₄²⁻, Mg²⁺) in sea water and soils. Moreover, the alkali-aggregate reaction and the delayed- ettringite formation (DEF) should be avoided given the crucial function of concrete elements. The global philosophy of durability design with respect to these deterioration processes is to formulate the requirements on both material and structural levels, combining the material design with the structural design to achieve a working life of 120 years. For the raw materials of structural concretes, the mass ratio of calcium aluminates (C₃A) in cement is controlled to 5%-8%; the SO₃ content is controlled to below 4% of binder; the aggregates are required to be not alkali-reactive and the alkali content of concrete is controlled to 3kg/m³. By these specifications, the risks of salt attacks and internal expansion reactions are regarded low enough to be acceptable. Accordingly, the carbonation-induced corrosion and chloride-induced corrosion remain as the most critical processes for durability design.

The design working life of whole project is 120 years. Aiming at this target, the durability design at structural level should firstly determine the working lives for structural elements on the basis of their structural importance and technical feasibility. The principal elements adopt the same working life as whole project, 120 years, and the secondary or replaceable elements can adopt shorter lives. For these elements, the maintenance and replacement schemes should be specified in design phase. Durability limits states (DLS) are needed for quantitative durability design [2]. These states are specified as the minimum acceptable performance levels for different durability processes [3]. For carbonation-induced and chloride-induced corrosion processes, two DLS can be defined: (a) corrosion initiation; (b) corrosion to an acceptable extent. In the project, PC elements, principal RC elements and RC elements with high maintenance difficulty should adopt DLS (a) while secondary RC elements can adopt DLS (b).

2.2 Model-based design for chloride ingress

The design model for chloride induced corrosion is adapted from the widely used analytical model of Fick’s second law [4,5]. With the DLS specified as the corrosion initiation, i.e. DLS (a), the design equation in partial factor format writes,

\[
G_i = \frac{C_{cr,s}}{C_r} - \gamma_i C_r \left[ 1 - \text{erf} \left( \frac{x_d^{\text{nom}} - \Delta x_d}{2 \sqrt{\gamma_s D_{CL} t_{SL}}} \right) \right] \geq 0
\]  (1)

Here, \(C_{cr,s}\) stand for the threshold chloride concentration for steel corrosion and the concrete surface chloride concentration (%binder) respectively; \(x_d^{\text{nom}}\) and \(\Delta x_d\) are the concrete cover nominal thickness and its construction error (m); \(D_{CL}\) is the chloride diffusivity of concrete at a given age (m²/s); \(\eta\) is the ageing factor of concrete chloride diffusivity (-); \(t_{SL}\) is the design service life of structural elements; \(\text{erf}\) is the mathematical error function. The terms, \(\gamma_{c,s,D}\), are the partial factors for the corresponding parameters. The ageing factor \(\eta\) describes the gradual decrease of concrete chloride diffusivity with time,
\[ \eta(t_0,t) = \frac{D_{Cl}(t)}{D_{Cl}^0} = \left( \frac{t_0}{t} \right)^n \quad \text{with} \quad \eta(t_0,t > 30 \text{ years}) = \eta(t_0,t = 30 \text{ years}) \]  

(2)

Here, the term \( n \) is the exponential coefficient for the ageing law and \( D_{Cl}^0 \) the concrete diffusivity at age \( t_0 \). Since it is not rational to assume this densification is to develop infinitively, this decrease law is truncated at \( t = 30 \) years to ensure the conservative design.

To apply this design model, the characteristic values for the parameters and their corresponding partial factors should be determined for the concrete structures in HZM project. To this purpose, the statistical properties are regressed for the design parameters, \( C_{cr}, C_{cs}, x_d, D_{Cl}^0 \) and \( n \), from the long-term exposure tests on a similar exposure site (Zhanjiang Exposure Station) and structural inspections during the recent 30 years. The detailed statistical properties and the regression details were reported in [6,7]. On the basis of the obtained statistical properties, the partial factors and characteristic values for design parameters are calibrated through a fully probabilistic scheme for a target reliability index of \( \beta = 1.3 \) [7].

2.3 Model-based design for carbonation

The carbonation model is an extended form of the widely used square time law for carbonation depth \( x_c \) [4,5], and the design equation is expressed in partial factor format as,

\[ G_2 = x_d - x_c(t_{sl}) = x_d - W_1 \sqrt{2k_r \left( \frac{h}{\gamma_{RL}} \right) k_c R_{ACC,0}^{-1} \gamma_R + \varepsilon_t} \cdot C_{CO2} \cdot t_{SL} \geq 0 \]  

(3)

Here, \( W_1 \) is the weather function expressing the influence of atmospheric precipitation on concrete carbonation process (-); \( k_c \) is the environmental factor of humidity with detailed expression in (fib 2006) (-); \( k_e \) is the curing factor defining the influence of curing time during concrete hardening (-); \( k_r R_{ACC,0}^{-1} \gamma_R + \varepsilon_t \) is the carbonation resistance of concrete in natural environment; \( R_{ACC,0}^{-1} \) is the concrete carbonation resistance in accelerated test conditions (20°C, RH=65%), \( \gamma_R \) in \((\text{mm}^2/\text{year})/(\text{kg/m}^3)\); \( k_e \) is the regression parameter between the two resistances; \( \varepsilon_t \) is the error term; \( C_{CO2} \) is the CO2 concentration in atmosphere \((\text{kg/m}^3)\) and \( t_{SL} \) is the design life (year). The terms \( \gamma_{RL,RT} \) are partial factors for relative humidity and concrete carbonation resistance. The equation (3) takes the corrosion initiation as DLS.

The design value of cover thickness \( x_d \) refers to \( x_d^{nom} = \Delta x_d \). The statistical properties for the parameters needed for partial factor calibration can be found in [5]. Four representative cases are considered: interior surface and exterior surface of concrete elements for service lives of 50 years and 120 years. Compared to interior surface, exterior surfaces have elevated humidity and lower weather function due to rain exposure conditions. For CO2 concentration, a high concentration of \( 32.8 \times 10^{-4} \), four times of design value, is also retained to consider the possible CO2 accumulation in the tunnel by automobile exhaust. The characteristic values of concrete cover thickness \( x_d^{nom} \) and the carbonation resistance \( R_{ACC,0}^{-1} \) are retained as design parameters.
2.4 Durability requirements
The preliminary concrete proportioning sets the water to binder ratio (w/b) around 0.35 for structural concretes in HZM project, and both fly-ash and slag are used in binder. After model-based design through (1), (2) for chloride ingress and (3) for carbonation, it is found that the thickness and quality of concrete cover is controlled by the chloride ingress process, and the final requirements from model-based approach are given in Table 1.

<table>
<thead>
<tr>
<th>Element</th>
<th>Exposure</th>
<th>$t_{SL}$ (year)</th>
<th>DLS</th>
<th>$x_d$ (mm)</th>
<th>$D_{pssd}$ ($10^{-12}$ m²/s)</th>
<th>$D_{pssm}$ ($10^{-12}$ m²/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Box girder (exterior)</td>
<td>Salt fog</td>
<td>120 (a)</td>
<td>45</td>
<td>3.0</td>
<td>2.0</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>Splashing</td>
<td>120 (a)</td>
<td>80</td>
<td>3.0</td>
<td>2.0</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>CO₂</td>
<td>120 (a)</td>
<td>35</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Salt fog</td>
<td>120 (a)</td>
<td>45</td>
<td>3.0</td>
<td>2.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Box girder (interior)</td>
<td>CO₂</td>
<td>120 (a)</td>
<td>50</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>Salt fog</td>
<td>120 (a)</td>
<td>85</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td>Pier, Pylon (exterior)</td>
<td>CO₂</td>
<td>120 (a)</td>
<td>35</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Salt fog</td>
<td>120 (a)</td>
<td>50</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td>Pier (interior)</td>
<td>Salt fog</td>
<td>120 (a)</td>
<td>85</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>Splashing</td>
<td>120 (a)</td>
<td>85</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td>Bearing platforms</td>
<td>Splashing</td>
<td>120 (a)</td>
<td>65</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>Immerged</td>
<td>120 (a)</td>
<td>65</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td>Bored hole pile</td>
<td>Immerged</td>
<td>120 (a)</td>
<td>65</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td>RC facilities (artificial islands)</td>
<td>Splashing</td>
<td>50 (a)</td>
<td>60</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>CO₂</td>
<td>50 (a)</td>
<td>20</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tunnel tube (exterior)</td>
<td>Splashing</td>
<td>120 (a)</td>
<td>80</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
<tr>
<td>Tunnel tube (interior)</td>
<td>Salt fog</td>
<td>120 (a)</td>
<td>50</td>
<td>3.5</td>
<td>2.2</td>
<td>7.0</td>
</tr>
</tbody>
</table>

On the basis of the design results for chloride ingress, the values of required cover thickness and chloride diffusion coefficient are obtained, modulated and given in Table 1 for the main concrete elements. These results provide the basis of durability requirements for RC elements in HZM project. The rapid chloride migration (RCM) test conform to NT Build 492 [8] is used to measure the chloride diffusivity in construction phase. However, the design values from (1) cannot be used directly for the quality control by RCM method because the $D_{Cl}$ in (1) is the apparent chloride diffusion coefficient regressed from in-situ exposure tests at a given concrete age while RCM measures a short term migration coefficient under an electrical field. The former is a non-steady state diffusion (NSSD) coefficient while the latter is a non-steady state migration (NSSM) coefficient. Thus it is necessary to establish a relationship between the NSSD design value and the NSSM quality control value. To this aim, concrete materials in the Zhanjiang Exposure Station are reconstituted in laboratory, and the NSSM coefficients are measured by RCM method at 28d and 56d. Using the correlation between
these two groups of coefficients, the design values are converted to the corresponding RCM values for quality control in Table 1.

3. Quality control in construction

3.1 Control criteria
The acceptance criteria are set up respectively for the compressive strength and the chloride diffusivity. For the compressive strength, both the average and the minimum values for a given specimen group are controlled. For a group containing 5 or more specimens, the acceptance criterion is expressed as,

\[ m_{f_{cu}} - s_{f_{cu}} \geq f_{cu,k}, f_{cu,min} \geq f_{cu,k} - C\sigma_0 \]  \hspace{1cm} (4)

Here, \( m_{f_{cu}}, s_{f_{cu}} \) are respectively the average value and standard deviation of compressive strength of specimens, \( f_{cu,k} \) and \( f_{cu,min} \) are respectively the characteristic value for required compressive strength (strength grade) and the minimum strength of specimens, \( \sigma_0 \) is the assumed standard deviation of compressive strength. The coefficient \( C \) depends on the number of specimens: \( C=0.7 \) (5-9), 0.9 (10-19), 1.0 (>19). For specimen groups containing 2-4 specimens, the following criteria apply,

\[ m_{f_{cu}} \geq f_{cu,k} + \sigma_0, f_{cu,min} \geq f_{cu,k} - 0.5\sigma_0 \]  \hspace{1cm} (5)

The acceptance criteria for chloride diffusivity from RCM method are formulated on the similar basis. According to the technical document [9], the following requirements apply to specimen groups containing 5 or more specimens,

\[ m_{c_l} + s_{c_l} \leq D_{n_{m,l}}, D_{c_{l,\max}} \leq D_{n_{m,l}} + C\sigma_{c_l} \]  \hspace{1cm} (6)

Here, \( m_{c_l}, s_{c_l} \) are respectively the average value and standard deviation of chloride diffusivity of specimens, \( D_{n_{m,l}} \) and \( D_{c_{l,\max}} \) are respectively the characteristic values for required RCM chloride diffusivity and the maximum value of diffusivity, \( \sigma_{c_l} \) is the standard deviation of chloride diffusivity regressed from laboratory specimens with enough number. The coefficient \( C \) takes the same value as (4) in terms of specimen number. For specimen groups containing 2-4 specimens, the following criteria apply,

\[ m_{c_l} \leq D_{n_{m,l}} - \sigma_{c_l}, D_{c_{l,\max}} \leq D_{n_{m,l}} + 0.5\sigma_{c_l} \]  \hspace{1cm} (7)

Note that the design results \( D_{n_{m,l}} \) in Table 1 should be used as the characteristics value \( D_{n_{m,l}} \) in (6) and (7).

3.2 Chloride diffusivity
The in-situ data of chloride diffusivity of structural concretes were collected from the on-site laboratories for different concrete elements in different contract bids. The chloride diffusion
coefficients were measured on concrete specimens under standard curing conditions (20°C and RH > 95%) for given ages, 28d and 56d, by RCM method.

For tunnel segments, the target mean values for $D_{\text{nssm}}$ are respectively $6.5 \times 10^{-12} \text{m}^2/\text{s}$ and $4.5 \times 10^{-12} \text{m}^2/\text{s}$ for 28d and 56d. The mean values of measured $D_{\text{nssm}}$ are $4.68 \times 10^{-12} \text{m}^2/\text{s}$ (28d) and $2.95 \times 10^{-12} \text{m}^2/\text{s}$ (56d), much lower than the required values. The variation coefficient of this $D_{\text{nssm}}$ is 9.9% (28d) and 8.7% (56d), smaller than the expected level of 20% in design phase, especially for 56d age. For concretes in bridge structures, much lower mean values, compared to the required values, are obtained for both prefabricated and cast-in-place elements. The $D_{\text{nssm}}$ dispersion of prefabricated bridge elements is very near 20% for both 28d and 56d ages, but the variance ranges from 4% to 44% for cast-in-place elements. Most diffusivity values conform to the compliance criteria (6) and (7).

3.3 Concrete cover thickness

The concrete cover was measured through the common midpoint (CMP) method and the principle of CMP method detects the depth of reinforcement bars through transmitting an electromagnetic wave pulse and receiving the reflected waves from the steel bars by two adjacent antennas. The measurement error of the device used in HZM project is evaluated as around 3mm through the comparison with the measurement on extracted cores from test segments of tunnel. For information, the compliance criteria for the construction errors of concrete cover are within -5mm/+18mm.

For the prefabricated tunnel segments, the required values for thickness are respectively 50mm (intrados) and 70mm (extrados). The measurements show that the mean values are 53.5mm (intrados) and 73.4mm (extrados) and the construction error, corresponding to the distance between 5% percentile value and mean value, is 5.8mm (intrados) and 6.4mm (extrados), slightly larger than the expected construction tolerance, 5.0mm, for prefabricated elements. For the cast-in-place concrete elements in bridge structures, the design value for concrete cover thickness for bridge decks is 45mm, and the measured mean value attains 50.5mm with only 1.11mm as standard deviation (SD) value; the design thickness for piers, in splashing zones, is 70mm and the measured values have 80.0mm as mean value and 6.74mm as SD value. The design values for bearing platforms, in immersed and splashing zones, are respectively 60mm and 80mm, and their measured values have mean values of 71.0mm and 95.5mm and SD values of 6.85mm and 4.22mm.

4. Durability assessment

4.1 Assessment model

The assessment model for chloride-induced corrosion is also adapted from the analytical model of Fick’s second law, similar to the design model in (1). With the corrosion initiation specified as DLS, the assessment equation writes,

$$G = (C_{\alpha} - C_0) - (C_{\gamma} - C_0) \left[ 1 - \text{erf} \left( \frac{x_0}{2 \sqrt{D_{\text{nssm}} \eta(t)}} \right) \right] \geq 0$$

(8)
with $C_0$ standing for the initial chloride concentration in concrete (%binder). Hereafter, this model is to be used through full probabilistic approach to evaluate the failure probability of durability,

$$p_f(t_{SL}) = \text{prob}[G(t_{SL}) < 0] \quad (9)$$

The service life is judged to be satisfied or not by comparing the failure probability at $t_{SL}$ with the target failure probability $p_{target}$. Thus, the assessment model contains six parameters: $C_{cr}$, $C_s$, $C_0$, $x_d$, $D_{Cl^0}$ and $n$ (or $\eta$). The statistical properties of the parameters $C_{cr,s}$ and ageing exponent $n$ have been investigated in depth on the basis of the long-term exposure tests in design phase [7], and the same statistical properties are retained in durability assessment. For the initial concentration $C_0$, a rectangle, or uniform, distribution is calibrated for the structural concretes from the chemical analysis of raw materials. For the chloride diffusivity $D_{Cl^0}$, the collected data are used to update the statistical properties, and the collected data are also used to update the statistical properties of concrete cover thickness.

In the construction phase, different protection measures are adopted, including the silane impregnation on concrete surface, epoxy-coating on steel bars, stainless steel bars, coating on steel surface and cathode protection of steel bars in concrete elements. These measures are adopted to increase the durability safety margin and/or to compensate the possible adverse effect from construction defects. In durability assessment, these measures are taken into account after the following assumptions: (1) the silane impregnation is assumed to delay the accumulation of chloride on concrete surface to its stabilized value by 10 years in the assessment; (2) the epoxy-coatings have no impact on the corrosion initiation of reinforcement steel bars in the durability assessment; (3) the $C_{cr}$ of stainless bars is conservatively taken as 5 times the value of the conventional carbon steel bars; (4) the cathodic protection passivates completely the reinforcement steel once it is put into function, keeping the steel in passivation during its active duration.

### 4.2 Assessment through full probabilistic approach

The fully probabilistic analysis for the durability assessment of RC/PC elements is realized through Monte-Carlo simulations. A computer-based program is developed especially to perform the probabilistic assessment. In the simulation, six parameters are considered as joint occurrence random variables. For a given exposure age, the Monte-Carlo simulations are performed to calculate the failure probability of (9), and 1,000,000 samplings are used to ensure the solution of “real” probability. Accordingly, the failure probability is solved with time from $t=0$ to $t=120$ years. Some assessment results are presented in Figure 2 for bridge elements in splashing and tidal zones.

Globally the concrete elements all achieve reliability index above 2.0 at 120 years. The bridge elements in atmospheric zones have very low failure probability, i.e. $p_f < 10^{-4}$ at 120 years and the corresponding reliability index $\beta > 3.0$. The silane impregnation is generally adopted as protection measure for elements, the stainless bars are adopted for pylons and the epoxy-coated bars are used respectively for decks and box girders. The bridge elements in splashing/tidal zone, piers and bearing platforms, have satisfactory durability safety margin:
the cast-in-place piers and bearing platforms, using both stainless bars in first reinforcement layer and surface silane impregnation, have quite high reliability index, $\beta > 5.0$; the prefabricated piers adopt epoxy-coated bars in first reinforcement layer and surface saline impregnation, achieving $\beta = 2.32$ at 120 years.

Figure 2: Failure probability of concrete elements in HZM project through Monte-Carlo simulation for bridge elements in splashing and tidal zones.

The bridge elements in immersed zone also have satisfactory durability safety margin: the cast-in-place platforms use stainless bars and surface silane impregnation and the failure probability is very low; the prefabricated platforms use epoxy-coated steel bars instead thus have a reliability index $\beta = 2.81$ at 120 years; the bored hole piles achieve $\beta = 2.42$ at 120 years without special protection. For prefabricated tunnel segments, the reliability index is evaluated respectively as $\beta = 2.81$ (interior) and $\beta = 2.13$ (exterior) at 120 years.

5. Preliminary maintenance planning

A preventive maintenance strategy is adopted, intervening in the deterioration of concrete elements in early stage. The basic maintenance planning considers mainly two aspects: the durability performance level of elements denoted by failure probability $p_f$ or reliability index $\beta_{SL}$ at 120 years, and the structural importance of elements. The maintenance techniques consist in performing the surface chloride extraction by electrochemical method and applying silane impregnation on the surface of elements periodically. The maintenance period is recommended to be 20-40 years: the intervention period 20 years is recommended for the elements without stainless steel bars and the period of 40 years is attributed to the elements using stainless bars due to their much lower failure probability ($< 10^{-6}$). For tunnel segments, a cathodic protection system has been installed to protect the steel bars against the unexpected durability failure. The activation time is preliminarily set as 100 years, corresponding to the failure probability $p_f = 1\%$. It should be noted that this basic maintenance scheme is to interact
with the durability inspection/monitoring data and the real-time durability assessment during the service life.

6. Summary

This paper introduces the HZM sea link project in construction, covering the durability design, quality control, durability assessment in construction and the maintenance planning of concrete structures in the project. The durability design establishes firstly a general philosophy and divides the requirements onto material and structural levels, and then employs model-based methods to determine the quantitative design parameters for durability. On the basis of the quantitative requirements, the quality control is performed with concrete compressive strength and chloride diffusivity as control parameters. The on-site data were collected for the chloride diffusivity and concrete cover thickness. Using these data, the statistical properties for variables in chloride ingress model are updated, and a comprehensive durability assessment is given through a full probabilistic method. The assessment shows that the durability safety margin is satisfactory, with $\beta_{SL}>2.0$ at 120 years. A preventive maintenance planning is recommended for the RC elements.
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Abstract
EDF VERCORS is focusing on the behavior of a large prestressed concrete structure. VERCORS's concrete is studied by numerous researchers of COST project and EDF offers three benchmarks about civil works calculations: early age, aging and severe accident. This paper summarizes the results shown during the workshop (March 2016) following the first benchmark. The next benchmarks are scheduled in 2017 and 2021.

1. Introduction
As part of EDF’s continuous effort on the safety and life extension of its Nuclear Power Plants fleet, an experimental mock-up of a reactor containment building at 1/3 scale [Figure 1] has been built at “EDF Lab Les Renardières” near Paris (France).

Height from gusset to the top [m]: 20.79
Internal radius of cylinder [m]: 7.30
Thickness of cylinder [m]: 0.3
Free volume inside containment [m³]: 3160

Figure 1: VERCORS scheme
Materials of the model have been selected to be as much similar than the ones used for construction of full scale containments as possible, in terms of mechanical and thermal behavior as well. Concrete class is 34/37 MPa. Nevertheless, the concrete mix microstructure cannot be perfectly scaled due to aggregates size.

The prestressing tendons layout is exactly scaled, including any deviations around penetrations: tendons spacing is divided by three, and the ducts diameter is scaled as much as reasonably possible for the contractor (Ø50mm). Every tendon has been cement grouted as in full scale structures, excepted instrumented ones (four vertical and two horizontal) in order to follow the prestress delayed losses, or to simulate tendons breaks. The prestressing tendons are composed of class 1860 MPa strands T15 (nominal cross section S = 139mm²). Each tendon has been tensioned at 1488 MPa at active extremities before anchorage slip, as in full scale structures. The number of strands composing each tendon is governed by the following design principle: the initial compressive state of concrete shall be equal to the one in the full scale containment walls, when tensioning phase is just over. Consequently, at one third scale, tendons section is divided by nine, so that each tendon is made with 4 T15 strands, instead of 37 T15 in the full scale structures.

Steel class 500 MPa has been used for the reinforcement of concrete in the mock-up containment walls. Design principles for the reinforcement are the followings: rebars spacing and diameters are scaled to keep the same ratios \( \rho (\%) \) as in full-size structures. In typical areas of the cylinder, reinforcement principles are alternatively HB 6/8 @6.7cm in horizontal direction at both inner and outer face, and HB 8/10 @0.75° in vertical direction. In the dome, reinforcement principles are also alternatively HB 8/10 @9.8cm at both faces. Stirrups are made with HB 5. Length of the rebars and the number of overlapping zones are not scaled for practical reasons. Concerning concrete cover, exact scaling is not possible due to the aggregates size.

The mock-up is finely instrumented so that its behavior is monitored from the beginning of the construction. The monitoring system is composed with:

- 1 meteorological station
- for the ambient air measure : 10 thermometers, 10 relative humidity sensors, 1 atmospheric pressure gage, 1 flow meter
- 12 pendulums (4 plumb lines with each 3 tables of aiming at different heights on 4 vertical lines)
- 4 vertical Invar wires
- 336 Embedded strain meters
- 211 Thermometers PT100
- 2 km of optic fiber
- 31 TDR (Time Domain Reflectometry) sensors
- 30 « pulse » sensors (permeability measure)
- 6 dynamometers for instrumented tendons
- 160 strain gauges on rebars

The mock up construction has been completed at the end of 2015 [Figure 2]. All over the
research program, several measurements will be collected every day on each sensor. Hundreds of samples of concrete have been prepared and tested to determine their material behaviors and parameters, including hydration, strengths, fracture energy and elastic properties, drying, shrinkage (autogenous and drying), creep (basic and drying) and permeability.

The main objectives of the project are to study:

- the behavior at early age,
- the evolution of the leak tightness under the effect of aging (drying effects are about 9 times faster on the mock up because of scale effects),
- the behavior under severe accident conditions for which the thermo-mechanical loading is maintained for several days.

The experimental campaign consists of a daily measurement (four measurements a day) of the whole sensors and in a periodic air pressure test (scheduled every 13 months) of the mock-up. During this test, the containment is pressurized at 5.2 bar absolute (pressurization at 200 mbar/h and plateau at 5.2 bar abs during 24 hours before deflation at 150mbar/h), all sensors are interrogated each hour and the leakage is measured.

EDF proposed in 2015 a first benchmark dedicated to early-age, mechanical and leak tightness behaviors.

Two other benchmarks are planned in the future:

- In 2017, to assess the impact of two successive identical loadings (pressurization tests) on a concrete structure and to take into account the aging, in particular long term creep
and shrinkage.
- In 2021, to predict the behavior under severe accident conditions.

This paper is dedicated to the results of the first workshop where 14 teams (over 46 registered for the benchmark [Figure 3]) have presented their blind results (only a part of the results is presented).

Figure 3: Repartition of the registered participants

2. Benchmark VERCORS 2015

2.1 Theme 1: early age
The topic is the prediction of the gusset behavior at early age, from the pouring to ten month (end of construction of the whole containment). The results expected were temperature evolution, strains, stresses and cracking patterns.

2.1.1 Temperature evolution
For the first phase, 11 participants have proposed a temperature evolution in the gusset [Figure 4]. A short summary of the results is presented in this paper.

We can note that the temperature values were underestimated during the first 50 hours and that the experimental temperature plateau (between 10 and 35 h) was not found [Figure 5]. This can be due to a poor evaluation of the heated air temperature around the gusset. The obtaining of the plateau is directly linked to the duration of the air heating around the gusset. The thermometer providing us with the heated air temperature around the gusset has malfunctioned. Due to this unreliable measurement, new boundary conditions have been proposed by EDF to the participants. Participants were free to use any numerical calibration: the adjustment should only regard the boundary conditions of the gusset during heating. The results were better.
2.1.2 Evolution of tangential strains in the gusset

Four teams (Team 25, Team 40, Team 44 and Team 50) have submitted tangential strain values in the gusset. It shows that almost Teams overestimate the experimental strains for all sensors. The team 50 gives the best results [Figure 6].
2.1.3 Evolution of stresses in the gusset

5 participants (Team 21, Team 25, Team 40, Team 44 and Team 50) have given stresses values in the gusset, mainly after 4, 12 and 30 days (and 10 months for Teams 21 and 50). No experimental measure is available for the stresses.

Team 40 has provided the evolution of tangential stresses in the gusset during the first days after concreting. It shows that the maximum tensile stresses are obtained almost 2 days after concreting (> 3MPa in G1 and G2). This means that the cracking occurs almost 2 days after the pouring, while the temperature decreases. Team 40 recommends not taking into account stresses values after the cracking for early age calculation but only the stresses evolution between the pouring and the cracking. In fact, stresses values have no physical meaning when cracking occurred.

At four days after pouring [Figure 7], 3 participants (Team 21, Team 25 and Team 40) have tensile stresses in the entire gusset (from 0,4 to 2,7 MPa). For these teams, the lower part of the gusset is more tensioned than the upper part.

The 2 other participants have lower tensile stresses and even a compressive stress, especially for Team 44 showing about 3 MPa compressive stress in F1 (and lower compressive stress in G1).
2.1.4 Cracks in the gusset

The tables [Table 1&2] below give the experimental cracks evolution in the gusset between the concreting of the gusset and the end of construction (before pre-stressing). These cracks were highlighted during visual inspections of the mock-up, 5, 12 days and 8 months after the pouring. All cracks are vertical. The two tables below synthesis the main characteristics of the cracks evolution.

Table 1: Main characteristics of the cracks on the inner face of the gusset

<table>
<thead>
<tr>
<th>Time</th>
<th>Total length in mm</th>
<th>Max opening in mm</th>
<th>Spacing in mm</th>
<th>Number of cracks</th>
</tr>
</thead>
<tbody>
<tr>
<td>t₀ + 5 days</td>
<td>4990</td>
<td>0.1</td>
<td>~1200</td>
<td>18</td>
</tr>
<tr>
<td>t₀ + 12 days</td>
<td>8490</td>
<td>0.2</td>
<td>~1200</td>
<td>22</td>
</tr>
<tr>
<td>t₀ + 30 days</td>
<td>wall not accessible</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t₀ + 8 months</td>
<td>no inspection conducted</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Main characteristics of the cracks on the outer face of the gusset

<table>
<thead>
<tr>
<th>Time</th>
<th>Total length in mm</th>
<th>Max opening in mm</th>
<th>Spacing in mm</th>
<th>Number of cracks</th>
</tr>
</thead>
<tbody>
<tr>
<td>t₀ + 5 days</td>
<td>6325</td>
<td>&lt;0.1</td>
<td>~1200</td>
<td>17</td>
</tr>
<tr>
<td>t₀ + 12 days</td>
<td>9940</td>
<td>0.1</td>
<td>~1200</td>
<td>23</td>
</tr>
<tr>
<td>t₀ + 30 days</td>
<td>wall not accessible</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t₀ + 8 months</td>
<td>16000</td>
<td>0.2</td>
<td>~1200</td>
<td>30</td>
</tr>
</tbody>
</table>
Only three participants have submitted some results about cracking in the gusset: Team 50, Team 25 and Team 40. Each team uses a different methodology. Although, comparing results is difficult. Only Team 50 and Team 40 have given some quantitative results about number of cracks, spacing between cracks or openings.

All teams give results after 4 days of concrete pouring. At 4 days after the pouring, the spacing between two cracks is about 0.8-2m (cf. team 40 and 50), while in situ observations show a spacing of 1.2 m. Therefore, the width of the cracks at 4 days is about 0.07-0.1mm, which is similar to what is observed in situ. Given to team 50, the maximum opening of the cracks increases significantly from 0.1 at 4 days to 3.3 mm at 10 months.

2.2 Theme 2: prediction of the behavior of the containment wall

The predictions of the behavior of the containment wall were expected at different steps: before prestressing, after prestressing and at 5.2 bar abs. during the pressurization test. The strains and stresses in 10 points defined in the gusset, the cylindrical wall and the dome, and cracking state evaluation (inner face cracks, outer face cracks and through cracks) were expected.

The experimental data are below [Figure 8] (the results are limited to the cylindrical part in this paper).
The experimental results showed in this part [Table 3] correspond to the visual inspection made after the first pressurization test. During this inspection, only cracks which had an opening superior to 0.1mm were measured and mapped. The difference of cracking state between these results and those showed in Theme 1 part can be explained by the fact that during early age inspection, all visible cracks (without any criterion on the opening) were measured and by the fact that prestressing can have closed some of the early age cracks.

Table 3: Visual inspection results on cracking; Total length and max opening measured.

<table>
<thead>
<tr>
<th>Number</th>
<th>Dome: Outer face</th>
<th>Dome: Inner face</th>
<th>Gusset: Outer face</th>
<th>Gusset: Inner face</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total length (m)</td>
<td>13.73</td>
<td>138.07</td>
<td>24.63</td>
<td>/</td>
</tr>
<tr>
<td>Max length (m)</td>
<td>1.16</td>
<td>1.66</td>
<td>3.14</td>
<td>/</td>
</tr>
<tr>
<td>Average length (m)</td>
<td>0.36</td>
<td>0.70</td>
<td>0.88</td>
<td>/</td>
</tr>
<tr>
<td>Max opening (mm)</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>/</td>
</tr>
</tbody>
</table>

NB: The cracks identified in the dome inner face are located on precast slab forms and don’t reflect the dome mechanical behavior.

Nine teams answered Theme 2. Their results are given and compared to experimental results in this part. Teams 70, 50, 37 and 24 began their calculation since the raft concreting. Teams 49, 21, 15 and 14 took the end of containment erection date as starting date. Team 23 took the raft concreting date as starting date, but didn’t provide values for strains and stresses at the end of concreting date.

The experimental results represented in this part are strains corrected from temperature effects. The teams are divided into two groups:

- Group 1, which includes teams which began their calculation since the raft concreting (Team 70, 50, 37, 24, 23)
- Group 2, which includes teams which began their calculation since the end erection (Team 49, 21, 15, 14)

These 2 groups are separated by a vertical red line on the following graphs.

2.2.1 Strain evolution results

The results are presented for the cylindrical wall strain evolution, in tangential directions. The results are quite the same in vertical direction.

Teams’ results are scattered [Figure 9].

In both directions, all teams, except Team 15 for tangential strains, show a more or less high shortening for all captors as experimental results.

Team 15 results for tangential strains show elongation for captors H5 ET and H6 IT and a very low shortening for H1 ET.
Except for Team 14, the right evolution is predicted between the end of the erection and the end of prestressing, and between the end of prestressing and the pressure test. But the amplitudes are not always well reproduced.

![H5 EV Strain Evolution](image)

**Figure 9: H5 Extrados Vertical strains evolution**

### 2.2.2 Prestressing effects in the cylindrical wall

On the following graph [Figure 10], experimental results are represented by a red horizontal line. The experimental results represented in this part are strains corrected from temperature effects. The strains represented in this part correspond to strains between the end of construction and the end of prestressing. As the prestressing begins short after the end of construction, it can be assumed that they correspond to the prestressing effects, but also include some shrinkage and creep effects.

Near the inner surface (figure not presented here), the vertical (not presented here) and the tangential measured strains are greater than near the outer surface. This is also obtained in the simulation for Teams 24, 21 and 14. For Teams 50, 37, 23 and 15, the vertical strains are the same near the outer surface as near the inner surface. In general, in both directions, prestressing effects are underestimated by the teams, except Team 49 which overestimates them. Team 15 results for tangential prestressing effects show elongation for captors H5 ET and H6 IT and a very low shortening for H1 ET. However in many cases, Teams 70 and 14 are closer than the others.
2.2.3 Strains between end of prestressing and 5.2 bar abs. plateau

On the following graph [Figure 11], experimental results are represented by a red horizontal line. The experimental results represented in this part are strains corrected from temperature effects. Experimental results take into account the effects of pressurization, but also creep and shrinkage effects since the end of prestressing.

Experimental results take into account the effects of pressurization, but also creep and shrinkage effects since the end of prestressing. In both directions, experimental results are elongation strains.

In vertical direction, strains are globally well estimated: some teams overestimate elongation a little, others underestimate it a little. In tangential direction, strains are globally well estimated.

2.2.4 Stresses evolution results

For this part, experimental results are not available. Teams’ results are scattered. After prestressing, in vertical direction, the results ranged from 3 to 12 MPa of compression taking all captors together. In tangential direction, the results ranged from 5 to 15 MPa of compression taking all captors together. At 5.2 bar abs., the results show that the wall stays in compression. There is a large scattering between results; some teams estimated a compression stress inferior to 1 MPa. Team 15 results are very strange for captor H6 IT in tangential direction and are not represented on the graph: they show that pressurization leads to much more compression (33 MPa) than prestressing.
2.2.5 Cracking state results

Eight teams answered this topic. All the results are given in the table [Table 4&5] below, even if some of them are partial.

*Experimental results correspond to the results of the inspection after first pressurization test.* In this inspection, cracks which had an opening inferior to 0.1mm were not mapped.

<table>
<thead>
<tr>
<th>Team</th>
<th>Team 70</th>
<th>Team 50</th>
<th>Team 49</th>
<th>Team 37</th>
<th>Team 23</th>
<th>Team 21</th>
<th>Team 15</th>
<th>Team 14</th>
<th>Experimental results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gusset</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
<td>19.32</td>
<td>N/A</td>
<td>0.97</td>
<td>4</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>Hatch area</td>
<td>N/A</td>
<td>1.5</td>
<td>0</td>
<td>0.00</td>
<td>4.6</td>
<td>2.90</td>
<td>8</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>Cylindrical part</td>
<td>0</td>
<td>1.2</td>
<td>0</td>
<td>6.58</td>
<td>6.0</td>
<td>0.79</td>
<td>28</td>
<td>N/A</td>
<td>138.07 (precast slab forms)</td>
</tr>
<tr>
<td>Dome</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0.00</td>
<td>0.0</td>
<td>0</td>
<td>8</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

Figure 11: H5 Extrados Tangential strains between end of prestressing and 5.2 bars abs.
Table 5: Inner face cracks max opening

<table>
<thead>
<tr>
<th>Inner face cracks - max opening (millimeter)</th>
<th>Team 70</th>
<th>Team 50</th>
<th>Team 49</th>
<th>Team 37</th>
<th>Team 37</th>
<th>Team 23</th>
<th>Team 21</th>
<th>Team 15</th>
<th>Team 14</th>
<th>Experimental results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gusset</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td>0.061</td>
<td>N/A</td>
<td>0.12</td>
<td>N/A</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hatch area</td>
<td>N/A</td>
<td>9.0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0.17</td>
<td>N/A</td>
<td>0.04</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cylindrical part</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td>0.052</td>
<td>0.1</td>
<td>0.12</td>
<td>N/A</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Dome</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>none</td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>

Results (not presented in this paper) are available for outer face and for through cracks.
Experimental results show only cracks > 0.1 mm in dome inner face, dome outer face and gusset outer face. Team results show cracks in hatch area outer face, gusset inner and outer faces and in cylindrical part inner and outer faces. All team results show no cracks in the dome inner face. Experimental results show that it is in this area that there are most cracks, but it is on the precast part of the dome: they don’t reflect the dome mechanical behavior.

Team 50 overestimates cracks opening, other teams are close to experimental results.
Team 37 overestimates cracks total length, especially for hatch area outer face, other teams globally underestimate it.

2.3 Theme 3: air leakage during the pressurization test

VeRCoRs mock-up first pressurization test has taken place from November 2nd to November 6th 2015. The global air leakage has been measured at the end of the 5.2 bar abs. plateau. During the pressurization test, at the 5.2 bar abs. plateau, the containment wall has been sprayed in order to locate leakage faults and quantify the flow through these defects.

The theme 3 of this benchmark consists in the prediction of air leakage during the pressurization test, at the end of the 5.2 bar abs. plateau. The air leakage flow is expressed in Nm³/h (Normo m³ per hour). The normal volume of a gas (expressed in Nm³) is the volume it occupies in normal conditions of temperature and pressure: TN = 273.15 K (0°C) and PN = 1013.25 hPa (102 Pa).

The global air leakage is 7.7 Nm³/h. Only 4.384 Nm³/h have been measured during the spraying phase of the pressurization test.

Six teams answer to Theme 3. Their global air leakage results are given in the following table [Table 6] with the experimental results:

<table>
<thead>
<tr>
<th>Global air leakage (Nm³/h)</th>
<th>Experimental</th>
<th>Team 14</th>
<th>Team 21</th>
<th>Team 23</th>
<th>Team 37</th>
<th>Team 49</th>
<th>Team 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global air leakage</td>
<td>7.7</td>
<td>42.89</td>
<td>434</td>
<td>834</td>
<td>82.7</td>
<td>4.2</td>
<td>13.83</td>
</tr>
</tbody>
</table>
The experimental results show that approximately half of the global air leakage is in the gusset. This result confirms that all the containment wall history, especially at early age, matters in the air leakage study. Indeed, this result seems to show that early age gusset cracks reopen during the pressurization test.

Global air leakage has been overestimated by all teams except by Team 49 which underestimated it. Team 21 and Team 23 results are very high compared to experimental and other Teams results. Only Team 21 has identified the gusset as the major contributor to the global air leakage. Other teams predicted that its contribution would be very low. All teams, except Team 50, identified the cylindrical part as a major contributor to the global air leakage and overestimated its contribution. Dome contribution to air leakage has been globally well estimated, except Teams 49 and 37 which overestimated its contribution. The hatch area contribution to air leakage has been significantly overestimated by Teams 50 and 23. Other teams didn’t identify hatch area as a contributor of the global air leakage.

The repartition given in the following graph [Figure 12] is in percentage of the global air leakage.

![Air leakage repartition](image)

**Figure 12: Air leakage repartition (percentage)**

### 3. Conclusions

Following the presentation of the results one can retain, from the first international benchmark on the VeRCoRs mock-up, the good quality of the work done by the participants.

Regarding the theme “gusset at early age” (theme 1), the results provided show that the temperature curves are close to experimental results despite some approximations in the
starting data. This allows us to affirm that the tools and their uses are mastered to reproduce the thermal aspect of concrete hydration reactions. For strains, the results are more scattered. Strains provided by participants are always below the measured deformations. Participants generally found the setting in tension of the gusset, even if the results are relatively scattered. One team manages to predict fairly precisely when cracking occurs at early age. Predictions about the cracking at early age in the gusset are good, but only few participants were able to deliver results on this point. This shows that modeling the concrete behavior at early age is still unconventional for civil engineers.

About modeling the containment behavior since its concreting to its first mechanical loading (theme 2), the results provided are more numerous. These calculations are indeed more common in the profession. Some participants have undertaken comprehensive and complex calculations incorporating all the construction phases of the containment. Some have obtained results very similar to experimental measurements, showing a good understanding of the behavior of the structure. Nevertheless there are sometimes significant differences both between the participants and compared with experimental measurements. The gusset area in particular is complex to model and its behavior remains poorly mastered. To a lesser extent, the dome can also result in more scattered results.

However, interpretation of these results is difficult in some cases because the compared values include several phenomena with sometimes opposing effects (effects due to time / mechanical loadings effects). So, it was not always possible to distinguish the source of a significant deviation with other participants or in comparison to the experience.

For future benchmarks, it will be important to ask results in a very precise way to compare and interpret more thoroughly the results transmitted.

One can also note that the results for cracks are distant from experimental results. In particular one can notice:

- That, ignore the effects associated to early age is a gap in forecasting the state of active cracking during pressurization, particularly in the gusset;
- That, built the determination of cracking on a postprocessing of the stress state based on a linear calculation, can lead to overestimation of active cracking.

Efforts seem necessary to move forward on modeling strategies integrating nonlinearities throughout the whole history of the building

Finally, the prediction of the leakage flow remains a difficult exercise. The results show a factor of 1 to 200 between the lowest flow and the highest. However, this factor is much better than that which was obtained in previous benchmarks on the subject of the leak through a concrete wall.

This shows that this type of calculation becomes more controlled. However it appears clearly that the determination of the cracking state is a major element to forecast leakage. VeRCoRs should be a real way to further improve the air leakage prediction tools.
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Abstract
Corrosion of steel reinforcement is the main cause of damage for reinforced concrete structures. Iron oxides produced during the corrosion process can induce concrete cracking, loss of adhesion at the steel-concrete interface, loss of reinforcing bar cross-section and even spalling of the concrete cover. In the presented research, the durability problems related to the corrosion of the reinforcement are investigated by combining experimental and numerical studies. However, this paper particularly focuses on the experimental methodology used for the time evolution of damages (steel corrosion products formation and crack patterns) induced by the accelerated corrosion test. The accelerated corrosion tests were carried out by applying a constant current between reinforcement used as an anode and a counter electrode. To control the corrosion process, electrochemical parameters (such as free corrosion potential, polarization resistance, electrical concrete resistance) were measured. The purpose of this paper is to determine the width and length of the cracks and their orientation according to the current density and time.

1. Introduction
Corrosion of steel reinforcement is one of the main causes of deterioration of existing reinforced concrete (RC) structures. The consequences of this phenomenon are degradation of the steel/concrete bond, reduction of the steel rebar cross-section and concrete cover cracking [1]. This last phenomenon results from the production of oxides which occupy a volume two to seven times higher than the parent steel. Actually, when this production is greater than diffusion of iron oxide in the concrete, pressure increases at the interface between the surrounding concrete and the rebar [2] [3] and exerts tensile stresses in the concrete all along the corroding reinforcements. If these stresses exceed concrete tensile strength, the cracking initiates and propagates towards the outer surface leading to the delamination of the concrete.
cover [4] [5]. Due to the mechanical deleterious effect of the corrosion phenomenon, it is important to develop non-destructive techniques as well as predictive numerical modelling to assess the corrosion evolution of RC structures. This could help the structure's end users to provide an efficient maintenance policy. The main issue of this paper is to design a specific protocol to generate a "controlled" corrosion evolution versus time in order to bring some experimental evidences on the concrete cover cracking process due to corrosion and to determine relevant input parameters for the numerical modelling.

2. Experimental program

2.1 Materials and specimens

Twelve single-rebar specimens (500x125x100 mm³) were casted with a 600 mm long and 20 mm diameter steel deformed rebar. The reinforcement was positioned to obtain a 30 mm concrete cover at two sides of the beam [Figure 1]. The specimens designed with a not symmetric location of the rebar aim to get closer to reality, to represent the heterogeneity of the mechanical environment of the reinforcement in a structure. A Portland cement and siliceous aggregates were used for the concrete composition with a water to cement ratio of 0.73. This ratio is representative of old reinforced concrete structures. Moreover, it allows the penetration of the chloride ions during the accelerated corrosion test.

![Figure 1. Schematic representation of RC specimens (dimensions in millimeters)](image)

The cement type used for the concrete composition was CEM I 52.5 CP2 NF according to European standards. Concrete was prepared with aggregates having different particle size classes ((0/0.315 mm; 0.315/1 mm; 0.5/1 mm; 1/4 mm; 2/4 mm; 4/8 mm; 8/12 mm; 12.5/20 mm)). Compressive and tensile strengths were measured on concrete cylinders (160 mm in diameter, 320 mm in height) after 28 days according to NF EN 12390-3 [6] and NF EN 12390-6 [7] standards. The mean compressive strength is 32 MPa ± 2.46, the tensile strength is 2.6 MPa ± 0.08 and the Young's modulus is 35 GPa ± 1.58. The Poisson's ratio is equal to 0.15.

2.2 Accelerated corrosion tests and monitoring system

The set-up used for accelerated corrosion test and the monitoring system are illustrated in [Figure 2]. RC samples were corroded using a power supply (Agilent 6614C, 100V, 0.5A) which delivered an imposed anodic current to the steel rebar. The counter electrode (cathode) consisted in an inert platinum titanium mesh (275 mm long, 75 mm wide) placed into a PVC tank containing the alkaline electrolyte (1 g/L of NaOH, 4.65 g/L of KOH, 30 g/L of NaCl) which was glued on the top side of the concrete (in the middle of the specimen). All the specimens were connected in series and a current density of 100 μA/cm² of steel (0.0172 A for a steel surface area of 172.8 cm²: diameter 20 mm and length 275 mm) was applied during the...
chosen exposure time (7d, 14d, 21d, 28d and 35d). At the end of each considered exposure time, two specimens were disconnected from the electrochemical test set-up. One of the specimens was used for the non-destructive electrochemical characterization and the other one was dedicated to destructive measurements. The accelerated corrosion test was monitored using a data acquisition unit (Keysight 34970A): temperature, delivered constant current, each sample voltage and total voltage were recorded every two hours. Moreover, two cameras were used for the digital image acquisition of the front side of the two specimens subjected to a 35 days accelerated corrosion test.

![Accelerated corrosion and monitoring system](image)

**Figure 2. Accelerated corrosion and monitoring system**

### 2.3 Electrochemical characterizations

In order to determine the corrosion state of the rebar before the accelerated test, half-cell potential measurements ($E_{corr}$) linear polarization resistance measurements (LPR) and impedance spectroscopy (Re) were carried out, using a potentiostat (Bio-Logic, PARSTAT 2263) and the usual electrochemical cell with three electrodes. The working electrode was the steel rebar, the reference electrode was a KCl saturated calomel electrode (SCE, 242 mV / SHE) and the counter electrode was a titanium platinum mesh [Figure 3]. The same electrolyte as for the accelerated corrosion test was used. Then the corrosion current density $J_{corr}$ ($\mu$A/cm$^2$) was calculated based on the following equation:

$$J_{corr} = \frac{B}{R_p S}$$

(1)

with $B$ a constant (26mV), $R_p$ (ohm) the linear polarization resistance and $S$ (cm$^2$) the steel surface (172.78 cm$^2$ in this study).
2.4 Observation of corrosion products, of steel/concrete interface and estimation of the crack patterns

*Visual observations*
After the accelerated corrosion test, the specimens were observed and a special focus was made on the top and the front sides because of their lower concrete cover (30mm). Cracks opening were measured with a crack measuring magnifier (resolution 0.1mm) on these two surfaces. Then the specimens were sliced (125x100x20mm³), considering corroded areas as illustrated in [Figure 4]. After 24h drying in an oven at 45°C, the slices were photographed and examined in order to characterize the crack pattern (angle and length) [Figure 5]. To determine the angular position, the methodology developed by Sanz-Merino [8] was adopted [Figure 5-a]. To estimate the length of the cracks in each cross-sections, the photographs of the cross-section and a circle graduated every centimeter were superimposed as shown in [Figure 5-b]. Moreover, the corrosion products embedding the rebar and filling the concrete cracks were analyzed. Then from both results an attempt was made to correlate what was seen on the concrete surface in 2Dimensions (by the bridge's owner) and what happened inside the concrete with an aim of 3Dimensions.

*Scanning Electron Microscopy observations*
The slices were then impregnated with an epoxy resin under vaccum (to prevent decohesion between concrete and steel when the corrosion damage was severe) and then cut into samples which dimensions (2x4.5x4.5cm³) fitted in the Scanning Electron Microscopy (SEM) observation room. A first goal is to determine the corrosion product thickness and their length circling the perimeter of the rebar. A second objective is to observe the crack pattern and the transfer of the oxides through the cracks.
Figure 4. Specimen sawing design (25 slices named Tn° according to the axis. Corrosion test zone is between x=10 and x= 40 cm

Figure 5. Determination of the crack angular position (a) and the crack length (b) after the accelerated corrosion test on the two sections of a slice
3. Experimental results

3.1 Voltage evolution during the accelerated corrosion test

[Figure 6] shows the voltage evolution for each RC specimen subjected to the accelerated corrosion test versus time. Before the test (time=0), the voltage reflects the electrical resistance of the specimens which are in a close range from 2.5 to 3 V except for P004-7d specimen (3.3V). During the test, three stages are observed. In the first stage, the voltage increase (about 1V) may be explained by the formation of resistive iron oxides (passive layer) [9], [10] around the rebar and also by the diffusion into the concrete and the filling up of the concrete pores by the oxides in the vicinity of the steel. In the second step, the drastic voltage decrease (50% loss) can arise from the concrete cracking and the steel / concrete debonding. The last stage with a constant voltage (1.4V) appears for longer durations, 28d and 35d and is likely representative of a constant impedance of the corrosion layer. These preliminary observations need to be discussed considering the migration of the ionic species under current and particularly the penetration of the chloride ions. Tests are under progress.

3.2 Corrosion rate and crack patterns

[Figure 7] shows the corrosion signs and the cracks observed for the top side and the front side of the two specimens after an accelerated corrosion test of 21 days.

Regarding the top sides, specimen P-007 shows some corrosion product stains and a visible crack roughly along the steel rebar whereas specimen P-008 is not damaged. Regarding the front sides, the opposite behaviour is observed: specimen P-007 only exhibits a single spot of corrosion product while specimen P-008 shows significant corrosion products along the crack
that follows the rebar. An assumption to explain this difference could be that the aggregate as well as the rebar's ribs are not homogeneously distributed and promote this heterogeneity.

![Top side P-007-21d](image1)

![Top side P-008-21d](image2)

![Front side P-007-21d](image3)

![Front side P-008-21d](image4)

**Figure 7. Qualitative results of the specimens after an accelerated corrosion of 21 days**

[Figure 8] reveals that all corroded specimens for over 14 days have a $J_{corr}$ equal to 10 $\mu$A/cm² approximately except the specimen P-004-7d corroded for 7 days. The proposed assumption is that at 7 days chloride ions have not reached the steel/concrete interface yet and consequently, the corrosion is still passive. To give an answer to this question, chloride measurement ingress with AgNO₃ will be achieved on each slice. Regarding the crack width, the behaviour of corroded specimens is different. As previously mentioned, all specimens are not cracked on the same side. As already suggested, this difference could be ascribed to the heterogeneity of the concrete (the random distribution of the aggregates into the cement paste). Besides, the crack on the top side is wider than the one on the front side. This observation might be attributed to the close localization of the counter electrode on the top side of the specimen (by comparison with the steel rebar) that permits chloride ions to quickly reach the rebar (modification of the physico-chemical conditions that locally enhances the corrosion process).

[Figure 9] shows the evaluation of the crack patterns (angular position (a), length (b) and width (c)) for each of the 10 cross-sections of the five slices of specimen P-008-21d. The cracks propagate from the steel/concrete interface to the concrete surface.
As shown in [Figure 9-a], two groups of the position of the cracks near the steel surface are observed oriented close to 40° and 120° according to the graduated circle (see [Figure 5-a]). Two mains cracks seem to be displayed. Two sets of crack lengths could be identified, the first one is between 2 and 3cm and the second one is between 1 and 2cm in [Figure 9-b]. The lengths tend to fluctuate because of the distribution of the aggregates which influences the crack path. The graph in [Figure 9-c] corresponds to crack widths and shows the observed general trend. The crack widths are around 0.1 and 0.3mm.

The thickness of corrosion products is measured by Scanning Electron Microscopy and the perimeter represents the length of the shape of the rebar according to the corrosion volume.

The minimum thickness of corrosion products varies from 50 to 57μm and the maximum thickness varies from 257 to 314μm (see Table 1). The highest thickness is located in the upper part of the steel rebar. This ‘expected’ difference could result from the distance between the counter electrode and the steel surface area. The closer they get, the more the corrosion is forced. The crack width located on the top side is wider than the one located on the front side because the penetration path of the chloride ions to reach the steel surface area is the shortest.

Comparing the internal measurements ‘crack orientations’ and the widths measured on the sliced samples to the external observations (corrosion products spots on the front side of the samples), the surface observations do not reflect the internal corrosion state at the steel/concrete interface.
Figure 9. Quantitative results of internal cracks—an angular position, b) length and c) width

Table 1: Thickness of the corrosion products layers and corresponding visual distribution of evidences on the front side

<table>
<thead>
<tr>
<th>Slices</th>
<th>Maximum thickness of the corrosion products layers (μm)</th>
<th>Minimum thickness of the corrosion products layers (μm)</th>
<th>Perimeter of the corrosion products layers Max/Min (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-008-21d-T10</td>
<td>257</td>
<td>57</td>
<td>2 617 / 5 233</td>
</tr>
<tr>
<td>P-008-21d-T13</td>
<td>314</td>
<td>63</td>
<td>5 233 / 5 233</td>
</tr>
<tr>
<td>P-008-21d-T16</td>
<td>257</td>
<td>50</td>
<td>5 233 / 10 467</td>
</tr>
</tbody>
</table>

4. Conclusions

In this work, cracks due to the corrosion of the steel reinforcement in concrete specimens have been investigated using an accelerated corrosion test. This work exposes the finalized methodology associated with the experimental program. The following preliminary results can be drawn:

- There are three stages in the corrosion process: during the first stage, the increase of polarization resistance may be explained by the development of resistive iron oxides (passivation layer). The second stage could highlight the loss of the resistance of the set due to respectively the concrete cracking and the decohesion between the steel and concrete surface area. Regarding the third stage, the observed effect may be attributed to the fact that the properties of corrosion layers remain unchanged. Then, the value of the voltage at the end of the test certainly reflects the resistance of both cracked concrete cover and iron oxide layer. After 7 days, an active corrosion is not clearly
observed and this could be explained by the fact that chloride ions have not reached
the steel/concrete interface.

- The crack orientation, length and width are coherent for the same specimen corroded
  for 21 days. This result has to be confirmed after achieving the measurements for the
  other specimens.
- The corrosion-product spots on the surface of the samples do not reflect the internal
  corrosion state at the steel/concrete interface of the specimen.

Some of the experimental results such as the thickness and the display of the oxide layer will
be used as input data for the numerical modelling. The other experimental results associated
with the crack patterns will allow a comparison between the experience and the modelling. To
improve the modelling of the corrosion product layer in the numerical simulation, an
experimental test is in progress to characterize mechanical properties of these products.
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Abstract

Physical sulfate salt attack (PSA) is one of the most severe and rapid deterioration mechanisms that can take place in concrete. Yet there is no standard method for evaluation of concrete resistance to PSA. Testing of concrete’s resistance to PSA has two main aspects – exposure conditions and evaluation of deterioration. Evaluation of concrete’s resistance to PSA often requires a long time, which is inappropriate for evaluation of concrete mixtures for a construction project. Many studies report sulfate resistance based on subjective visual ratings, which is inadequate as a durability design criterion. The objective of this research is to identify exposure conditions and deterioration evaluation methods suitable for standard testing that can be used for rapid comparison of mixture compositions, durability design, and analysis of life cycle cost. Various methods for assessment of deterioration were applied using selected exposure. It was found that 100 thermal cycles between 5 and 30 °C immersed in 30% sodium sulfate solution were sufficient to assess the resistance of a range of mortar mixtures. The most suitable techniques for evaluation of deterioration rate was mass loss, while fundamental resonance frequency and ultrasonic pulse velocity were found to be unsuitable.

1. Introduction

Physical sulfate salt attack (PSA) is one of the most severe and rapid deterioration mechanisms that can take place in concrete. Salt scaling, salt weathering, or salt hydration are the terms that are often used for PSA [1]. PSA is sometimes confused with chemical sulfate attack [2], [3]. Unlike in sulfate attack of chemical origin, no chemical interaction between sulfate salts and cement minerals is involved in PSA [3]. Sulfate attack of concrete has been the subject of extensive research, though the mechanisms of PSA were often overlooked [4]. A recent Portland Cement Association report on the results of testing concrete resistance to
sulfate attack declares that the PSA damage of concretes can be significantly more extensive than the damage caused by chemical sulfate attack [5].

It has been demonstrated by previous research that water to binder (w/b) ratio is the most important parameter for the resistance to sulfate attack [5]. The current North American standards limit w/b ratio to 0.40 and 0.45 in Canada [6] and USA [7], respectively, for the severe conditions of sulfate exposure. However, the reduction of w/b ratio does not prevent deterioration, though it enhances the resistance to sulfate attack [8]. Supplementary cementitious materials (SCM) are often used to make concrete tolerant for sulfate rich environment. While SCMs improve the resistance to chemical sulfate attack by diluting aluminates in the binder, some literature sources report that they may even increase the susceptibility to PSA [5], [9], [10]. So there is a controversy about the resistance of different binders and mixture designs to PSA.

Currently, there are no standard methods for testing concrete resistance to PSA [2]. Existing standard test methods ASTM C452 [11] and ASTM C1012 [12] were prepared for testing the resistance of binders to chemical sulfate attack. In these standards, the expansion of mortar bars is used as a measure of deterioration, while PSA is typically not associated with expansion. The form PSA damage is usually the gradual surface scaling, much like the damage caused by freezing and thawing [3]. This is because PSA causes damage by means of the cycles of crystallization, dissolution and phase transitions of sulfate salts [13]. Testing of concrete’s resistance to PSA has two main aspects – exposure conditions and evaluation of deterioration. Historically, field testing was used for testing sulfate resistance of concretes [5], [9], [8], [14]. Such tests could take from 8 to 40 years. Such long time is inappropriate for evaluation of concrete mixtures for a construction project. Many such studies report sulfate resistance based on visual ratings, which are subjective and inadequate as a design criterion for durability. Thus it is of great interest to identify exposure conditions and deterioration evaluation methods suitable for accelerated standard testing that can be used for rapid comparison of mixture compositions, durability design, and analysis of life cycle cost.

Different accelerated exposure conditions for the testing of PSA resistance of concrete are reported in the literature [13], [15], [16]. Typically, the most significant damage in PSA is caused by phase transitions between sulfate salts: thenardite (Na2SO4) and mirabilite (Na2SO4·10H2O) [13]. To activate this mechanism, either relative humidity (RH) or temperature variations are needed. Thus, PSA testing exposures can be categorized into three groups: wetting and drying cycles, partial submerged samples, and fully submerged samples. In first group, changes in RH are triggered by wetting and drying cycles, inducing the phase changes between mirabilite and thenardite. However, change of RH inside concrete or mortar samples is slow, and significant time is required to reach RH equilibrium inside a sample. For this reason, there will always be a moisture gradient through the sample cross-section, which results in partial conversion of thenardite to mirabilite, and the testing time required to achieve the damage level needed to quantify PSA resistance in a wide range of mixtures is long. In partially submerged samples, the rate of deterioration may be fast, but the damage is localized in the evaporation zone, which makes it difficult to quantify the resistance to PSA. On the other hand, thermal cycling of fully submerged samples seems to be a very promising PSA exposure, because thermal equilibrium can be achieved quickly. When temperature is
reduced, e.g. from 30° C to 5° C, all thenardite absorbed inside the sample will convert to mirabilite. The expansion caused by the crystallization and phase change during such thermal cycles is significant (more than 3 times volume increase [13]) resulting in rapid deterioration. Since the sample is submerged, the whole sample surface is exposed to the deterioration process, so extent of damage is higher and easier to quantify. Folliard and Sandberg achieved complete disintegration of 25 mm concrete cubes with w/cm ratio of 0.5 after only 30 thermal cycles when submerged in 30% sodium sulfate solution. This exposure condition was compared with other different exposures involving drying cycles, partial drying, with and without thermal cycles. While particular damage was seen in all exposures, other exposures didn’t cause such fast and extensive damage. Since the thermal cycling between 5 and 30 °C in 30% sodium sulfate solution is reported as the one of the most severe exposures (due to rapid crystallization of mirabilite [13]), this exposure condition was selected for the current research.

In the field studies of sulfate attack, the extent of damage was often assessed using visual rating [8], [9]. However, rating damage based on visual appearance is subjective, semi-quantitative method, which is not suitable for PSA considering the surface scaling nature of degradation. Considering the similarity of degradation mechanism and character of the damage, methods used for assessment of concrete resistance to freezing and thawing, such as mass loss, ultrasonic pulse velocity or fundamental resonance frequency appear to be particularly promising for quantification of extent of damage and rate of deterioration in PSA.

The objective of this research is to identify exposure conditions and deterioration evaluation methods suitable for standard testing that can be used for rapid comparison of mixture compositions, durability design, and analysis of life cycle cost. For this purpose, mortars with various w/cm ratio and different types and contents of supplementary cementitious materials were subjected to the selected exposure conditions. Mortars were preferred over concrete because of higher permeability, which shortens the testing time, and over cement paste because of the presence of interfacial transition zones. High-sulfate resistant cement (ASTM Type V) was used in all mixtures to reduce the possibility of chemical interaction between cement and sodium sulfate. Various methods for assessment of deterioration were applied using selected exposure. It was found that 100 thermal cycles between 5 and 30 °C immersed in 30% sodium sulfate solution were sufficient to assess the resistance of a range of mortar mixtures. The most suitable techniques for evaluation of deterioration rate was mass loss, while fundamental resonance frequency and ultrasonic pulse velocity were found to be unsuitable.

2. Materials and methods

2.1 Materials

High sulfate-resistant cement produced by Lafarge was used in all mixtures in order to reduce the possibility of chemical sulfate attack. SCMs used in this research were Holcim GGBFS, from Ontario, and FA type F from Avon Lake, Ohio, USA. Natural glacial sand of mixed mineralogy from Sunderland Pit, Ontario, Ontario Canada was used in all mortars at a constant rate of 45% by volume.
The effects of w/b ratio, and cement replacement by slag and fly ash - on the resistance of cement mortars to PSA were investigated. Sulfate resistant portland cement (ASTM Type V) mortars with w/cm ratio of 0.35, 0.40, 0.45 and 0.50 were tested. Sulfate resistant cement was used in order to minimize chemical sulfate attack. The effect of SCM on PSA was studied using mortars with w/b ratio of 0.40. The replacement levels of cement by SCM were: 45 and 65% for GGBFS, and 20 and 40% for FA. The mix designs are shown in Table 2. The mass of sand is given in oven dry condition, and additional water was added to compensate for water absorption of 0.6% by mass.

<table>
<thead>
<tr>
<th>Mixture notation</th>
<th>w/b</th>
<th>SCM content, %</th>
<th>Cement</th>
<th>Water</th>
<th>GGBFS</th>
<th>FA</th>
<th>Sand</th>
</tr>
</thead>
<tbody>
<tr>
<td>M50</td>
<td>0.50</td>
<td>0 0</td>
<td>663</td>
<td>332</td>
<td>0</td>
<td>0</td>
<td>1182</td>
</tr>
<tr>
<td>M45</td>
<td>0.45</td>
<td>0 0</td>
<td>706</td>
<td>318</td>
<td>0</td>
<td>0</td>
<td>1182</td>
</tr>
<tr>
<td>M35</td>
<td>0.35</td>
<td>0 0</td>
<td>811</td>
<td>284</td>
<td>0</td>
<td>0</td>
<td>1182</td>
</tr>
<tr>
<td>M40</td>
<td>0.40</td>
<td>0 0</td>
<td>755</td>
<td>302</td>
<td>0</td>
<td>0</td>
<td>1182</td>
</tr>
<tr>
<td>SG45</td>
<td>0.40</td>
<td>45 0</td>
<td>406</td>
<td>295</td>
<td>332</td>
<td>0</td>
<td>1182</td>
</tr>
<tr>
<td>SG65</td>
<td>0.40</td>
<td>65 0</td>
<td>256</td>
<td>292</td>
<td>475</td>
<td>0</td>
<td>1182</td>
</tr>
<tr>
<td>FA20</td>
<td>0.40</td>
<td>0 20</td>
<td>594</td>
<td>297</td>
<td>0</td>
<td>148</td>
<td>1182</td>
</tr>
<tr>
<td>FA40</td>
<td>0.40</td>
<td>0 40</td>
<td>438</td>
<td>292</td>
<td>0</td>
<td>292</td>
<td>1182</td>
</tr>
</tbody>
</table>

2.2 Methods
For each mixture, three mortar prisms of 51 mm × 51 mm × 266 mm were cast for PSA exposure. The specimens were demolded at the age of 1 day and kept in saturated lime solution until 3 days. After 3 days of age the specimens were removed from the solution and kept in sealed conditions at 23 °C until the start of sulfate exposure at 28 days. This curing regime was selected considering common practice and standard requirements in North America. For sulfate exposures CSA A23.1-14 [6] requires “additional” curing for the highest level of sulfates that corresponds to 7 days of curing, though no wet curing is required. Sealed curing would meet the CSA definition of additional curing. According to this Canadian standard [6] “extended” wet curing of 7 days is only required for extremely severe chloride exposure. Thus the curing conditions used here, wet curing until the age of 3 days and sealed curing until the age of 28 days, exceed the “additional” curing requirements of [6] but would likely be inferior to “extended” curing.

Sulfate exposure involved thermally cycling mortar prisms submerged in sodium sulfate solution. Thermal cycles were between 4 ±1 and 32 ±2 °C with maximum cooling and heating rates of 2.5 and 4 °C/h, respectively. The duration of one full thermal cycle was 24 hours. The concentration of sodium sulfate solution was 30% by mass and the solution was replaced.
every 5 cycles. The damage caused by PSA was assessed by means of mass loss. The measurements were taken every 10 cycles.

Fundamental transverse, longitudinal, and torsional resonant frequencies of mortar specimens was measured using forced resonance method according to ASTM C215 [17]. Ultrasonic pulse velocity was measured in accordance with ASTM C597 [18] using transducers with the resonant frequency of 54 kHz. Mass loss was measured using scales with the capacity of 3 kg and precision of 10 mg.

3. Results and discussion

The deteriorated mortar samples after 100 thermal cycles are shown in Figure 1. As can be recognized in Figure 1, the nature of damage caused by PSA is surface scaling. It can be seen that tested mixtures exhibited degree of deterioration ranging from very high in mortar with w/b ratio of 0.50 to minor in the mortars with slag. However, besides the size change, it is very hard to rate the degree of deterioration by visual appearance. The surface of all samples was affected by PSA. If significantly larger samples would be used in testing, it would be hard to quantify visually the difference between the resistance to PSA of these mixtures. For this reason, the rate of deterioration due to PSA was also assessed using mass loss, dynamic modulus of elasticity by measured by means of UPV, fundamental transverse frequency and fundamental longitudinal frequency, and modulus of rigidity determined by fundamental torsional frequency. The comparison of the mass loss and the durability factors determined by these methods for mortar with w/b ratio of 0.50 is shown in Figure 2.
The mortar with w/b ratio of 0.50 was selected to show the differences between various methods used to assess the rate of PSA, because it had the highest degree of damage, although the same tendency was observed in all tested mortar mixtures. It can be seen in Figure 2 that only mass loss reflects the full extent of degradation caused by PSA. It should be noted that
durability factor based on a fundamental frequency may be calculated by different ways. For example, in ASTM C666 [19], durability factor is calculated based on the ratio of the square of the fundamental frequency after and before the detrimental exposure. However, dynamic properties depend not only on the fundamental frequency, but on the mass and dimensions of the tested sample. In case of severe damage, mass loss and dimensional changes may significantly affect the fundamental frequency. In Figure 3, the durability factor is calculated based on the fundamental transverse frequency only, with corrections for mass and with full correction for mass loss and dimensional changes are compared. As can be seen in Figure 3, the reduction of dynamic transverse modulus of elasticity is about 20%, while durability factor based solely on the fundamental frequency reduces by more than 50%. Because of high mass loss, the durability factor with the correction for the mass shows degradation of almost 90%. However, as can be seen in Figures 2 and 3, due to the nature of damage the true elastic properties of the mortar exposed to PSA are not impaired proportionally to the extent of deterioration. Figure 3 shows the values calculated based on fundamental transverse frequency as it is the most widely used method, but the same pattern appears in the other dynamic properties. In addition, due to significant reduction of the cross-section, the dimensional ratio of length to maximum transverse direction is shifted away from the optimum. Thus, it may be concluded that mass loss is the most effective approach to evaluation of the damage in PSA.

The comparison of mortar mass losses during PSA exposure is given in Figure 4. Here the difference in PSA resistance between various mixtures can be quantified more easily than by visual appearance. In addition, it can be recognized that the rate of deterioration during PSA exposure was not constant. The rate of mass loss of mortars as function of thermal cycles number is shown in Figure 5. It can be seen that all mixtures demonstrated a sort of induction period in the beginning of exposure. Most mixtures increased the mass during the first 10 cycles, after which the mass loss started with an increasing rate. After this initial period the rate of mass loss either stabilized or decreased. There may be two reasons for the decrease of the rate of mass loss. First, the size of deteriorating specimens decreased, and the surface available for PSA is reduced as well. Since the nature of the damage causing mass loss is surface scaling, the rate of mass loss depends on the surface area exposed to PSA. Second, the specimens during PSA exposure are submerged in sodium sulfate solution. This may promote hydration, particularly in the mixtures containing SCMs. Most probably, this is the reason for the reduction of the rate of mass loss in the mixtures with fly ash as the later stages of testing. Thus, FA mixtures could benefit from a longer period of moist curing. Further investigation is needed to confirm this hypothesis.

As expected, the reduction of w/b ratio increases the resistance of mortars to PSSA. The difference in PSSA resistance between w/b ratios of 0.50, 0.45 and 0.40 are significant. However, there is not much change in PSA resistance between w/b ratio of 0.40 and 0.35. The possible reasons for this behavior maybe insufficient compaction, since the workability of mortars decreased with w/b ratio since no plasticizing admixture was used. Comparing the resistance of mortars with and without SCMs with the same w/b ratio, it can be seen that GGBFS significantly improved the resistance to PSA, while it was reduced with FA. It is interesting to note that the content of SCMs didn’t have significant impact on the behavior of mortars in PSA.
It can be seen that suggested exposure conditions combined with mass loss measurements are valuable methods for testing the resistance of cementitious materials to PSA. This method demonstrated good sensitivity that enabled precise capture of the differences in rate of deterioration due to PSA in mortar mixes with a wide range of w/b ratios and two different
SCMs. The results of such testing method can be used for comparison of different mixture designs for a construction project. In order to use the results of this type of test method for service life prediction, the performance of suggested concrete mixture can be compared to the performance of a mixture with known performance from field testing. However, it is impossible to mimic all possible real live scenarios of aggressive environmental conditions either by laboratory or by field testing. The best approach is to obtain basic properties using laboratory testing and use them for service life predictions by means of modeling. Further research is needed to extend this testing method to concretes.

4. Conclusions

Based on the presented experimental results the following conclusions can be made:

- The combination of the selected sample size and thermal cycling in 30% sodium sulfate solution produced exposure conditions suitable for testing of the resistance to physical sulfate salt attack for a wide range of mortar mixture designs.
- Mass loss was the most efficient and sensitive method for the evaluation of the extent of damage and rate of deterioration during exposure to physical sulfate salt attack.
- Further research is needed to extend the suggested testing method to concretes.
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Abstract
Concrete is a complex material. Its properties evolve over time, especially at early age, and are dependent on environmental conditions, i.e. temperature and moisture conditions, as well as the composition of the material. This leads to a variety of macroscopic phenomena such as hydration/solidification/hardening, creep and shrinkage, thermal strains, damage and inelastic deformations. Most of these phenomena are characterized by specific set of model assumptions and often an additive decomposition of strains into elastic, plastic, shrinkage and creep components is performed. Each of these phenomena are investigated separately and a number of respective independent models have been designed. The interactions are then accounted for by adding appropriate correction factors or additional models for the particular interaction. This paper discusses the importance of reconsider even in the experimental phase the model assumptions required to generalize the experimental data into models used in design codes. It is especially underlined that the complex macroscopic behaviour of concrete is strongly influenced by its multiscale and multiphysics nature and two examples (shrinkage and fatigue) of interacting phenomena are discussed.

1. Introduction
The understanding and the prediction of the macroscopic behaviour of concrete is very important to ensure a safe design of structural components. In the design phase, it is often very difficult and certainly not appropriate to use complex models with a multiscale and multiphysics approach. The focus is in many cases a safe design for the ultimate limit state. However, a profound understanding of the material behaviour with a realistic modelling of hardening and the interacting phenomena is required to understand the behaviour under service conditions or the evaluation of a structure after extraordinary loading situations. This ranges from the detection of microcracking, crack spacing and crack opening, creep and shrinkage deformations up to the influence of high temperatures or fatigue loading. In this
case, the experimental investigations of interacting phenomena are usually performed with a specific modelling assumption, e.g. a linear decomposition of the strain into elastic, plastic, shrinkage and creep components. Interactions are then taken into account by additional interaction terms. An example is concrete under combined thermal and mechanical loads, where often an additive decomposition into mechanical and thermal strains is done. The mechanical model is calibrated for constant room temperature, whereas the thermal model is adjusted for zero mechanical load. The (nonlinear) interaction is then characterized by so called load induced thermal strains [1].

Even though this approach seems to be straightforward in general, it has several drawbacks:
- these interaction terms have to be calibrated separately and only model the real physics in a homogenized, macroscopic way;
- it is often difficult to design experiments, where only a single parameter is changed and calibrated, and the distribution of this parameter is often not fully homogeneous within the specimen;
- the predictive capacities of models with interaction factors are often limited to the set of training/validation data, since the interaction model is purely phenomenological and does not capture the real physics;
- the consideration of additional inputs requires a recalibration of the model, i.e. the heating of concrete does not only change the temperature, but also induces drying which itself leads to shrinkage phenomena. So depending on whether shrinkage is considered as additional (additive) strain, the interaction term varies;
- the number of parameters for those models is often large and particularly the interaction terms often do not have a clear physical meaning;
- the thermodynamic consistency of the model is sometimes difficult to ensure, e.g. when modelling a series of loading scenarios with a parallel temporal evolution of macroscopic properties such as strength, Young’s modulus or fracture energy, which is especially important at early age.

As a consequence, the choice of the right model assumptions is very important, especially when dealing with multi-physics problems. Two models might give very similar results, e.g. a damage or softening plasticity model for monotonic loading. However, both models will give significantly different results for general loading sequences including unloading. A similar example is the modelling of shrinkage in concrete based either on a strain or stress based approach. Pure shrinkage deformations can be modelled appropriately with both approaches, but it will be demonstrated that combined loading (mechanical, thermal, moisture content) might lead to significantly different results.

A second reason for the macroscopic complex behaviour of concrete is the importance of its heterogeneous structure. This comprises very different scales. Some (non exhaustive) examples are
- **atomistic models**
  - the influence of moisture on macroscopic creep behaviour is often explained by the disjoining pressure due to very thin layers of water;
- **microscale models**
  - micro-cracks lead to a macroscopic softening with a quasi-brittle post-peak
mesoscale models
- particles and cement paste have significantly different properties. This includes the time-dependent hydration of the cement paste compared to the fixed properties of the aggregates, only cement paste is prone viscous deformations and the different properties, e.g. in the simplest case the Young’s modulus, lead to a heterogeneous distribution of the quantity of interest, e.g. stresses.

2. Mesoscale generation

In the following, a special focus is given to mesoscale models.

For modelling purposes, the procedure of simulating virtual concrete specimens with a direct discretization of the mesoscale structure can either be performed by scanning real specimens [2] or by sampling “virtual” concrete specimens. In the latter case, the grading curve characterizes the size distribution of the aggregates within the material. In this case, the discretization can be decomposed into a take and a place phase. In the first phase, the particles numbers shapes are generated, whereas in the second step these particles are placed into the specimen with the constraint that overlapping is not allowed. In our current model, an algorithm based on [3] is used. The particles are assumed to be spherical and inserted at random positions within the specimen with a reduced diameter. This requires checks to avoid overlapping, but due to the reduced diameter and the corresponding low particle volume this is computationally not expensive and can be performed with standard checks enhanced with special subboxes to reduced the number of overlapping checks. In the second step, an event-driven molecular dynamics simulation is performed with initial random velocities of the particles and a slow growth of the particle radii up to the envisages size. For detailed information, the reader is refered to [3]. An example of mesoscale geometries created with the enhanced algorithm is given in Figure 1.

3. Multiphysics modelling of shrinkage

Shrinkage in concrete is usually determined experimentally for stress free conditions. For modelling purposes, this experimentally determined shrinkage strain is often subtracted from the macroscopic strain assuming that shrinkage only produces stresses if the macroscopic deformation of the specimen is constrained.

Looking at concrete on a mesoscale level, a heterogeneous material consisting of aggregates and cement paste is present, where only the latter is prone to shrinkage deformations. As a consequence, internal stresses at the particle boundaries occur. Especially at early ages, these
stresses are significant and lead to a microcrack evolution and a pre-damage (without any mechanical loads).

In this paper, shrinkage is assumed to be a reversible process related to the moisture content of the material. It is difficult to test this assumption experimentally, since fully rewetting the specimen is not possible. Moreover, the aging effects are always present resulting in additional permanent strains that are sometimes interpreted as permanent shrinkage strains.

A two-phase moisture transport model based on [4] has been implemented. In Figure 2, an exemplary moisture distribution within a concrete specimen (40mm x 160mm) after 28 days of drying is illustrated. A Fuller’s curve for the aggregate size distribution with a maximum aggregate size of 16mm was used. The drying process starts once the relative humidity of 95% is reduced to 40%. A large gradient of the moisture distribution is observed with the core of the specimen remaining almost at the initial RH of 95%. Under the assumption of the moisture content being the driving force of shrinkage strains, this leads to a very heterogeneous distribution even for this small specimen as illustrated in Figure 3. Another remark is related to the hydration of the concrete material that is characterizing the development of the material strength. The hydration stops at relative humidities below 80%.
As a consequence, any experimental test that measures the concrete strength (or similar the Young’s modulus) as a function of the time or degree of hydration should take this heterogeneous distribution into account. Otherwise, size effects are present and the generalization of the results is very difficult since other effects such as e.g. creep strongly influence the results.

There are many different approaches on how to include the relation between shrinkage and moisture content in the numerical model. The first approach follows a strain based model [5]. Based on the simulation of the moisture distribution and an experimental shrinkage tests, an additional strain component is calculated. Note that when using this approach with a direct discretization of the mesoscale structure, substantial tensile stresses are obtained.

Calibrating a shrinkage model based on weighting the specimen, that is calculating the loss of water in a homogeneous way, might significantly deviate from the real situation, since – as already discussed – the moisture distribution is strongly heterogeneous. Due to the drying
shrinkage in the outer layer and the almost zero shrinkage strains in the core, tensile stresses in the outer layer build up and the specimen is no longer stress free. This effect is already present for a macroscopic model, but additional restraining stresses build up when considering the mesoscale structure. As a consequence, a calibration of a strain based shrinkage model can only be obtained by a direct modelling of the experimental setup (and not a smeared diagram where weight loss and thus water volume fraction is plotted over macroscopic strains).

Another option to model shrinkage strains is based on the Biot-theory of porous media with an additional stress component resulting from the moisture distribution. Shrinkage in this model is then interpreted as a hydrostatic pressure on the solid skeleton. According to [7], an additional contribution is due to surface adsorbed water as well as interlayer water. The latter is neglected in our model, since it does not contribute for relative shrinkage in the outer layer and the almost zero shrinkage strains in the core.

$$\sigma_{\text{cap}} = \eta_w \cdot p_{\text{cap}} \cdot I,$$

where the capillary pressure \( p_{\text{cap}} \) can be calculated from the local relative humidity using the Kelvin equation as discussed in [6]. The parameter \( \eta_w \) comprises the water volume fraction, and \( I \) is the identity tensor to link the scalar variables to the hydro-static stress tensor.
humidities above 20%. The results of the simulation are shown in Figure . As discussed before, this only corresponds to the capillary pore water, the effects for surface adsorbed water for 40% RH are in the same order of magnitude, resulting in roughly twice as much global shrinkage strains. For the calculation, a Young’s modulus of the matrix material of 30GPa has been used, the particles have a Young’s modulus of 60GPa. According to the figure, the strain distribution is strongly heterogeneous along the horizontal direction with a maximum at the two ends and in the vertical direction at the top and bottom. This is due to the core of the sample that is still at a RH of 95% and thus constrains the shrinkage of the outer layer in the central part. Furthermore, the strong influence of the mesostructured is recognized that is assumed to be inert regarding shrinkage.

The corresponding principal stresses are plotted in Figure 2 and Figure 3 for the stress based approach, where a large hydrostatic stress state is obtained. The consideration of mesoscale structure directly creates tensile stresses in some parts of the specimen that are in the order of the material strength. For the strain based approach shown in Figure 4 and Figure 5, the tensile stresses in the matrix are significantly larger.

Both approaches (strain or stress based) result in a very similar distribution of shrinkage deformations. The main difference is that a coupling with a mechanical load does not induce any influence on the strength for a strain based coupling (at least not for specimens that are not restrained while drying), whereas the stress based approach shifts the failure surface in the principal stress space of the mechanical failure surface along the hydrostatic axis. For the additional hydrostatic pressure, shrinkage would be accompanied with an increase of the uniaxial compressive strength, whereas the strain based model predicts a strength independent of the moisture content.

4. Mesoscale modelling of fatigue with a continuum model

Evaluation of fatigue life is usually derived from a linear elastic simulation of the very first cycle in order to comprise the stress level, more precisely the mean stress and the oscillation amplitude. In combination with the experimentally determined Wöhler lines, the safety of the structure is verified. For different loading amplitudes and mean values, a damage accumulation theory such as the Palmgren Miner rule is used. This assumes a linear accumulation of damage for different stress levels. The approach seems to be natural from an engineering point of view, but it inherently has many weak points including both experimental limitations

- the experimental determination of Wöhler lines is very time consuming, especially for relatively low stresses with a large number of cycles up to final failure. Furthermore, a high number of samples per setup is required to obtain statistically reliable results, since the scatter for fatigue tests is in the order of a factor of 10;
- standard Wöhler lines do not include a mean value of the stress. The additional consideration of the mean stress in the test program is often not feasible. In addition, the real stress in a structure is rarely a uniaxial stress, but a full 3D problem. The extrapolation from 1D to 3D requires additional assumptions, and model assumption. These include
  - the assumption of the linear damage accumulation which is only a rough approximation. It has been shown [8] that first cycling with low amplitudes and a subsequent large amplitude leads to a longer life time compared to linear theory,
whereas first loading with large amplitudes with subsequent lower amplitudes results in a reduced life time. As a consequence, this assumption may or may not be conservative;

- ignorance of the stress redistribution which is attributed to accumulated damage within the fatigue cycles as well as creep deformations that reduce stress concentrations;
- size effects that are well captured to influence the static behaviour of concrete are not taken into account;
- the evaluation of the structural performance with the reduced stiffness and permanent deformations is not possible at intermediate stages;
- a combination with other influences is only possible to macroscopic phenomenological coupling terms that are difficult to calibrate and often lack a clear physical interpretation.

For this purpose, a continuum model for fatigue deterioration of concrete has been developed [9]. This model is based on a viscoplastic formulation in the effective stress space, where isotropic damage is related to the irreversible strains. For details, the reader is referred to the original paper. As can be seen in Figure 6 in [9], the model is able to approximate the general trend of the Wöhler line. A better lifetime prediction in the low cycle regime can be achieved once the reversible strain is assumed to contribute to damage as well. Furthermore, the application to structural problems requires additional regularization procedures such as the gradient enhanced damage model [10]. An generalization of the model is required to extend the model towards applications in fatigue modelling.

The stress $\sigma$ in the new model is given as a function of the elasticity tensor $C$ and the local elastic strain $\varepsilon$,

$$\sigma = (1 - \omega) \varepsilon,$$  \hspace{1cm} (2)

with an isotropic damage variable $\omega$. Generally, the regularization can be formulated by either expressing the isotropic damage using an integral type nonlocal model, or as a gradient enhanced model using additional nonlocal quantities as unknowns and an additional Helmholtz equation to describe its evolution. The latter approach is proposed here, since the bandwidth of the corresponding stiffness matrices is constant. The evolution equation for the equivalent nonlocal strain is given by

$$\varepsilon^{eq} - c\nabla^2 \varepsilon^{eq} = \varepsilon^{eq},$$  \hspace{1cm} (3)

with additional Neumann boundary condition for the nonlocal quantities. For a discussion on the model see e.g. [11]. The local equivalent strain is given by a modified von Mises criterion according to [12]. In the original formulation by Peerlings, damage occurs once the maximum equivalent strain $\varepsilon$ achieves the threshold strain $\varepsilon_0$

$$D = 0 \text{ if } \varepsilon \leq \varepsilon_0,$$  \hspace{1cm} (4)

$$D = 1 - \frac{\varepsilon_0}{\varepsilon} \exp\left(\frac{\varepsilon - \varepsilon_0}{\varepsilon_f}\right) \text{ if } \varepsilon > \varepsilon_0,$$  \hspace{1cm} (5)

An exponential softening is assumed in the present model. The damage variable is now driven by the accumulated strain instead of the accumulated irreversible strain as in the previous
model. In order to allow for the cyclic damage accumulation, the evolution equation was reformulated by the initial value problem

$$\dot{\kappa} = \left( \frac{\partial \kappa}{\partial \varepsilon} \right)^{-1} \left( \frac{\varepsilon}{\kappa} \right)^n \left( \tilde{\varepsilon}^{eq} \right)_+, \quad (6)$$

where the history variable $\kappa$ is no longer the maximum equivalent strain in the material point. Using this continuum model to simulate fatigue requires a time discretization that decomposes each cycle into subincrements, e.g. 12 subincrements. For high cycle fatigue with a total number of cycles until failure in the order of $10^6$, this exceeds most computational resources, especially when dealing with complex heterogeneous mesoscale models that itself require a fine resolution of the spatial discretization.

For this purpose, a cycle jump method has been implemented. The idea is based on the assumption that the stress within consecutive cycles is quasi-periodic. The increment of the history variables that characterize the evolution of damage is calculated within a single cycle and then extrapolated to the next 10, 100 or 1000 cycles. After the extrapolation step, an equilibrium solution has to be calculated and another cycle is fully integrated to obtain the next jump for the extrapolation. A result of the calculation is shown in Figure 6, where the evolution of the equivalent nonlocal strain is plotted for different stages of the lifetime. A displacement controlled tensile analysis is performed in vertical direction with a mean displacement amplitude corresponding to 10% of the mean displacement. A stress amplitude resulting in the first cycle achieves 45% of the tensile strength ($f_t = 3$MPa, $f_c = 20$ MPa, $E = 40$ GPa, $c=18$mm², $n=1$, $e_0 = 0.33$, $\varepsilon_0 = 7.5 \times 10^{-5}$). In this test case, only voids are considered to validate the cycle jump method and the extension of the model to fatigue for heterogeneous models.

The example should only demonstrate that a continuum model for fatigue has to include the influence of the heterogeneous microstructure. It allows to evaluate the damage state and the crack distribution within the specimen/structure at intermediate stages of the lifetime. Furthermore, interactions with other effects such as thermal loads, creep/shrinkage or the influence of the mean stress as well as the full 3D-stress state can be taken into account. It is further to be highlighted that, in this model, the static strength is assumed to be the limiting case of fatigue failure with a failure after a single cycle. As a consequence, standard material test can be used to calibrate the fatigue model with only a few additional tests required to...
characterize the cyclic damage accumulation. In addition, a continuum model to simulate fatigue failure can incorporate other effects that were previously discussed, notably shrinkage, creep, thermal strains, order effects or the influence of the mean stress as well as the full three-dimensional stress state.

5. Summary

In this paper, the importance of simulating concrete as a multiphysics and multiscale material has been highlighted. It is emphasized that most scenarios (including mechanical as well as thermal, hygral loading or the time-dependent solidification/hardening) are not separable and a profound understanding of nonlinear effects requires a full coupling. The advantage is that otherwise phenomenologically determined interaction coefficients are automatically included in the model as thus simplify the calibration of material parameters and thus the generalization capabilities of the model.
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Abstract
Rheological models for estimating the creep of concrete generally assume that concrete is an homogeneous material. Therefore, strains incompatibilities between the cement paste and aggregates when the concrete is subjected to a creep loading cannot be taken into account whereas they can generate microcracking. These microcracks may cause a decrease of the elasticity modulus and of the strength of concrete, and an increase in the amount of creep strains under the same loading level. This increase in creep strains can be considered as the source of nonlinearity with the stress level. To study the influence of these microcracks on the mechanical behaviour, compressive creep tests at different loading level (50% and 80% of the strength) and for different age of loading (1 and 3 month) have been performed followed by quasi static test to measure the residual concrete strength. Experimental results highlight different trends with respect to the age of loading. Besides, a viscoelastic-damageable model has been adopted for calculating creep using a mesoscopic meshing approach. The results show that a significant proportion of non-linearity can be explained by the microcracks and that the mesoscopic approach allows to reproduce a strength decrease for hardened concrete.

1. Introduction

The existing models for estimating creep of concrete, based on a rheological model generally assume that concrete is a homogeneous material (see for instance [1-3]). Therefore the incompatible strains between cement paste and aggregates throughout creep loading could not be taken into account. Recently, [4] represents concrete as a composite material which consist of spherical elastic inclusions (aggregate and/ or voids) imbedded in a linear viscoelastic matrix. Nevertheless, the model does not take into account micro-cracks at cement-aggregates interface level which occurs due to incompatible deformations between these two materials.

Experimentally the relation between the stress level and creep is not linear. Microcracks at cement – aggregates interface which is directly related to the stress level could be a reason.
Indeed, creep of concrete is related to the creep of cement paste rather than aggregates. Therefore, these lasts act as an obstacle and a resistance to the global creep. Consequently, tensile stresses arise close to the interface between cement paste and aggregates and lead to micro-cracks in this zone. A decrease of the modulus of elasticity and the strength of concrete and an increase in the amount of creep strain under the same loading level is therefore expected. This creep strain increase is seen as a nonlinearity of the strain with respect to the stress level.

To reproduce this nonlinearity at a macroscopic scale, a coupling between damage and creep was proposed by [5]. Another solution was given by using a rheological law which depends on the stress level. Nevertheless, the tertiary creep could not be achieved when the concrete is considered as a homogenous material without coupling with damage. Recently, mesoscopic mesh has been used to study the failure of concrete beam under flexural load and highlight the presence of microcracking during the sustained load [6].

The aim of this research is to study the influence of micro-cracks due to incompatible strains between cement paste and aggregates, on the creep strains amplitude. Hence, a visco-elastic-damage model [2] is adopted for computing creep using a mesoscopic mesh for representing the greatest size of aggregate (more than 1mm) in the cement paste [7].

After a short presentation of the model and the mesh used in this study, the first part of the paper is devoted to study the creep of concrete in compression. This part allows verifying the ability of this model in estimating the creep of concrete under variant loading levels and mainly for studying the nonlinearity of creep strain with respect to stress level. For studying the probability of cracking prediction in concrete under compressive creep, the experimental results of Roll [8] was adopted.

Experimentally, the effects of creep strain on the residual mechanical properties of concrete like Young's modulus and compressive strength were not clearly mentioned in previous creep studies [6] and [9]. Therefore, the second part of this paper presents the evolution of the concrete compressive strength due to creep loading under two different loading levels (80% and 50%) and two age of loading.

2. Mesoscopic creep test simulation

2.1 Mesoscopic mesh

The algorithm of mesh generation used in this study was developed by [7]. Numerical simulations are performed in two dimensions (plane stresses) on a Representative Elementary Volume (REV) of concrete of 100×100 mm² (Figure 1). In this mesoscopic approach, two phases are considered; cement paste and aggregates. The mesh is not adapted to the exact shape of aggregates, but the properties of the material are projected on a finite element mesh square grid. The model used for aggregates is an elastic damageable model whereas the cement paste strains are described by a visco-elastic damageable model.
2.2 Mechanical model

The viscoelastic damage model used is described in [2] and [10]. The mechanical behavior of concrete is modeled by an elastic damage model [11] uncoupled with creep. The advantage of using a mesoscopic approach arises in the possibility of using simplified behavior laws. The mesoscopic damage occurs due to the geometric representation of cement and aggregate which have different material properties.

The relationship between apparent stresses $\sigma$, effective stresses $\bar{\sigma}$, damage $D$, elastic stiffness tensor $E$, total strain $\varepsilon$, elastic strains $\varepsilon_e$, basic creep strains $\varepsilon_{bc}$, total strain $\varepsilon$, is given by:

$$\sigma = (1 - D) \bar{\sigma} = (1 - D)E \varepsilon_e = (1 - D)E(\bar{\varepsilon} - \varepsilon_{bc})$$

(1)

The damage criterion defined by [Mazars, 86] reads:

$$f = \varepsilon_{eq} - k_0$$

(2)

Where $\varepsilon_{eq}$ is the equivalent elastic strain and $k_0$ is the tensile strain threshold and it is equal to $\frac{f_1}{E}$. The post peak behaviour is calculated as a function of the cracking energy ($G_f$) and of the element size ($h$). This regularized technique based on the proposition of Hillerborg (1978) allows to avoid strong mesh dependency.

The basic creep model use two Kelvin Voigt units (KV) (Figure 2)[2]. Creep is defined in the effective stress space, and then damage is added afterwards taking into account only the elastic part.

```
Figure 2: Kelvin-Voigt elements for predicting creep strain [2]
```
2.3 Compressive test results

The experimental compressive creep results of [8] for four loading levels (25%, 35%, 50% and 65% of the compressive strength) were adopted. The creep law parameters were calibrated for the lowest loading level whereas the mechanical properties were calibrated with ordinary cement paste values [7] and to obtain no damaged element after the instantaneous loading at 25% of the compressive strength.

A comparison between the experimental results and the mesoscopic approach with and without damage are presented in Table 1 and Figure 2. The figure and the table highlight that the simulation of creep evolution with damage are closer to the experimental ones than the simulation curves without damage. Assuming that creep of concrete occurs without damage means that there are no micro-cracks at the interface between cement paste and aggregate. Consequently, there is no additional creep strain that occurs normally due to these micro-cracks. The mesoscopic approach reveals the nonlinearity between the creep strain and the applied load. It could be seen, for example, that for the highest loading level, the percentage of nonlinearity due to the incompatible strains and the associated damage is about 66%. Nevertheless, if an accurate prediction can be obtained with 2D model for tension test, for compressive test, 3D modelling is required.

By comparing the field of damage for two loading levels 25% and 65%, one can remark that the damage amount is higher for 65% than that for 25% as expected. That is related to the tensile stresses that develop at the cement paste - aggregates interface and lead to the cracking development. As the creep strain of cement paste is directly related to the loading level, the damage at the interface between cement paste and aggregates increases.

![Figure 2: Compressive creep strain evolution: comparison between experimental data and mesoscopic approach with and without damage](image-url)
Table 1: Comparison of the experimental compressive creep results with those of mesoscopic approach with and without damage (Nonlinearity% = 100 \((\bar{\varepsilon}_{\text{wd}} - \bar{\varepsilon}_{\text{wod}}) / (\bar{\varepsilon}_{\text{exp}} - \bar{\varepsilon}_{\text{wod}})\))

<table>
<thead>
<tr>
<th>Loading level (MPa)</th>
<th>Exp. Results</th>
<th>Sim. Results</th>
<th>Explained Nonlinearity %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\sigma/\sigma_{25%})</td>
<td>((\bar{\varepsilon}_{\text{exp}}) \times 10^{-6}) at 210 days</td>
<td>With damage ((\bar{\varepsilon}_{\text{wd}}) \times 10^{-6})</td>
</tr>
<tr>
<td>10.5</td>
<td>1.4</td>
<td>1153</td>
<td>1026</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>2108</td>
<td>1719</td>
</tr>
<tr>
<td>19.5</td>
<td>2.6</td>
<td>3183</td>
<td>2476</td>
</tr>
</tbody>
</table>

2.4 Numerical mechanical behaviour after creep loading in compression

Fichant [12] developed two damage models (isotropic model and orthotropic model) to solve problems with more complex loadings. In these models, the damage development is coupled with the cracking energy. When the radial loading is applied, the isotropic model is adequate while for the disproportionate loading, the orthotropic model is adopted. In both models, a coupling could be done with plasticity and unilateral effects.

The damage affects the elastic part of the stress-strain relation behavior [12]:

\[ \sigma_{ij} = C_{ijkl} e_{ijkl} \]  

(3)

Where \(C_{ijkl}\) is the stiffness of the damaged material whereas \(\sigma_{ij}\) and \(e_{ijkl}\) represent the components of the stresses tensors and elastic strain tensor.

The equivalent strain is calculated from the elastic strain \(e_{ij}\) and the damage evolution law is expressed as follows:

\[ D' = 1 - \frac{\varepsilon_{ij}}{\varepsilon_{ij}} \exp(B_i (\bar{\varepsilon}_{ij} - \bar{\varepsilon}_{iq})) \text{ when } D' > 0 \]

(4)

where \(\varepsilon_{ij}\) is the threshold in tension. The parameter \(B_i\) is calculated as a function of cracking energy \(G_j\) and of the element size \(h\) with the following equation:

\[ B_i = h \cdot f_j / G_j \]

(5)

where \(f_j\) is the tensile fracture stress of the material. This regularised technique based on the proposition of [13] allows to avoid strong mesh dependency.

In this study, the isotropic model is used without plasticity and unilateral effect. Moreover, damage in compression is also unconsidered. Indeed, at the mesoscale, the rupture is assumed to be only due to extension. The geometric representation of the constituents and the contrast between material properties is assumed the source of complex behavior observed at the macroscopic scale.

Figure 3 represents the constitutive law of compressive behaviour after creep in compressive had taken place. It reveals that the maximum strength and in the Young modulus are lower for the concrete specimens that were under a higher creep loading and all are lower than the one
which were not subjected to creep test. Comparing to the specimens that were not subjected to the creep test, the strength decreasing for creep specimens that were under creep loading could reach 13% while the Young Modulus decreasing is about 25%. The Young modulus decrease is therefore due to both creep strains and previous loading of the structure to a stress level of 25, 35, 50 or 65% and could not be only attributed to only creep.

![Figure 3: Constitutive law - compressive test before creep and after creep in compression had taken place.](image)

3. **Experimental campaign**

For performing the compressive basic creep test, concrete cylindrical specimens (diam. 7cm, length 14cm) were used. For two concrete maturity (1 or 3 months; curing under water), two loading levels (stress/strength = 0.5 and 0.8) were applied for two months. The creep device is based on the principle of the roman balance which allows maintaining a constant loading (see figure 4). After the creep test, the residual mechanical properties of concrete were compared to control specimens from the same batch but which had not been submitted to sustain loading. For each strength value, three concrete specimen where tested.

The concrete mix design is close to one that was extensively characterized in our laboratory under uniaxial and triaxial behaviour and is given in table 2. The low maximal aggregate size (8mm) allows to obtain a representative concrete specimen.
Table 2: Concrete mix

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Weight in Kg for 1m³</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>174</td>
</tr>
<tr>
<td>Cement (CEM I 52.5)</td>
<td>348</td>
</tr>
<tr>
<td>Sand (0 - 1.8mm)</td>
<td>826</td>
</tr>
<tr>
<td>Gravel (0.2 – 8mm)</td>
<td>991</td>
</tr>
</tbody>
</table>

3.1 Creep test results

Longitudinal mean strains during the creep test are plotted in figure 5 (measured by two strain gages for two concrete specimens). As expected, higher the stress/strength ratio is higher is the strains. The effect of the concrete maturity between 1 and 3 month remains slight.

Figure 5: Creep strains evolution for two loading rate (stress/strength = 80% and 50%) and two loading age (1month and 3 month)

Thanks to the strain measurements in two directions (parallel and perpendicular to the loading), an apparent creep Poisson ratio could be calculated. The results for the loading age
equals to 3 months and for two loading level tests, is displayed in the figure 6. One can remark that after a slight increase, these lasts seem to tend around a value which is close to 0.2.

Figure 6: Apparent creep Poisson ratio evolution for two loading rate (stress/strength = 80% and 50%)

3.2 Mechanical strength after creep loading

From figure 8 which presents the compressive strength evolution due to the creep loading, different trends could be remarked. In the one hand, for the specimens which were loaded at one month after casting, a significant increase in compressive strength is observed for two loading levels, 50% and 80%. On the other hand, for the higher concrete maturity (3 months) a slight decrease is obtained for the both loading levels. It is therefore obvious that at least two phenomena are in competition. The first one is the microcracking at the cement paste/aggregate interface which could explain the strength decrease. The compressive strength increase could be explained by the solidification theory proposed by Bazzi [14] or by an increase of the hydration due to microcrack. Indeed, microcracks become new path for water to react with anhydrous cement and create inner hydration product. Another possibility is that creep reduces stress concentrations (especially when dealing with real aggregate shapes) and thus lead to an increase of the maximum strength.
4. Conclusion

In this study, the numerical part was devoted to study the effect of micro cracks during creep loading type in compression. It is worth noting that the use of a mesoscopic mesh allows retrieving the nonlinearity with respect to loading level without having to introduce coupling between creep and damage. Indeed, although these mesoscopic simulations are based on simple assumptions as the form of aggregates (spherical), the absence of Internal Transition Zone (ITZ) and a 2D plane stress state, its value is noticeable at a loading level of 65%.

In the second part, experimental tests were presented to highlight the effect of creep for different age of loading on the concrete strength. The results show that in function of the concrete maturity, the strength increases due to creep effect for one month age loading while slightly decreases for older concrete (3 months). It is obvious that damage model are not able to reproduce the strength increase even if hydration is taken into account (early age behaviour model are not able to reproduce the concrete properties evolution after one month) and that mesoscopic approach should be coupled with the solidification theory proposed by Bažant to be more realistic.
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Abstract
Prestressed concrete sleepers (or railroad ties) are structural members that distribute the wheel loads from the rails to the track support system. Over a period of time, the concrete sleepers age and deteriorate in addition to fully experiencing various types of static and dynamic loading conditions, which are attributable to train operations. Recent studies have established two main limit states for the design consideration of concrete sleepers: ultimate limit states under extreme impact and fatigue limit states under repeated probabilistic impact loads (low and high cycles). It was noted that the prestress level has a significant role in maintaining the high endurance of the sleepers under low to moderate repeated impact loads. Based on extensive field investigations and experimental tests, this paper presents a variation of static and dynamic load condition of railway concrete sleepers in revenue services. It presents the limit states involving in testing and evaluating for the remaining service life of railway prestressed concrete sleepers. Experimental results are also highlighted to demonstrate the deterioration and toughness of the sleepers after services.

1. Introduction
Railway prestressed concrete sleepers have been utilised in railway industry for over 50 years. The railway sleepers (called ‘railroad ties’) are a main part of railway track structures. A major role is to distribute loads from the rail foot to the underlying ballast bed. Based on the current design approach, the design life span of the concrete sleepers is considered around 50 years [1-3]. Figure 1 shows the typical ballasted railway tracks and their components. There are two main groups of track components: substructure and superstructure. The substructure includes subballast, subgrade, and ground formation, while the superstructure consists of rails, rail pads, fastening systems, railway sleepers (concrete or timber) and ballast (crushed aggregate). Railway track structures often experience the aggressive dynamic loading conditions due to wheel/rail interactions associated with the irregularities in either a wheel or
The magnitude of the dynamic impact loads per rail seat is varying from 200 kN to sometimes more than 750 kN, whilst the design static wheel load per rail seat for a 40-tone axle load could be only as much as 110 kN [5-6].

All static, quasi-static, and impact loads are very important in design and analysis of railway track and its components. The typical dynamic load imposed by running wagons can be treated as a quasi-static load when no irregularity exists. However, when the irregularity appears, dynamic shock loading corresponds to the frequency range from 0 to 2000 Hz due to modern track vehicles passing at any generic operational speed [7-8]. The shape of impact loading varies depending on various possible sources of such loading, e.g. wheel flats, out-of-round wheels, wheel corrugation, short and long wavelength rail corrugation, dipped welds and joints, pitting, and shelling. Wheel/rail irregularities induce high dynamic impact forces along the rails that may greatly exceed the static wheel load. In all cases, the impact forces are significantly dependent on the train speed. These impulses would occur repetitively during the roll. Loss of contact between wheel/rail, so-called “wheel fly”, will occur if the irregularity is large enough, or the speed is fast enough. However, the impact force could be simplified as a shock pulse applied right after when the static wheel load is removed during the loss of contact [8]. The typical magnitude of impact loads depends on the causes and the traveling speed of train. The durations of such loads are quite similar, varying between 1 and 10 msec. However, the representative values of the first peak \( P_1 \) of the forces caused by dipped joints should be about 400 kN magnitude with 1 to 5 msec time duration. For the second peak \( P_2 \), the average values are about 80 kN magnitude and 5 to 12 msec time duration. The effect of impact forces depends on the duration. It was found that the longer the duration, the significance the effect [4]. Therefore, it should be taken into account that the typical duration of impact wheel forces varies widely between 1 and 12 msec [4, 9, 10].

A recent study showed that it is highly likely that railway sleepers could be frequently subjected to severe impact loads [11]. In general, the dynamic load characteristics considered in design and analysis include the magnitudes of impact loading and the variety of pulse durations. In general, although the loading and strain rate effects may increase the strength of
materials, the high loading magnitude could devastate the structural members. In structural design and analysis, the public safety must not be compromised so the design loads must be appropriate and associated with the long return periods, which would optimally provide the low probability of occurrence on structures during their design life. For further explanation, a design load that is associated with 50 year return period has the likelihood of occurrence that the design load might happen only once in 50 years regardless of the structural life span. Wheel load is an important factor in design and analysis of railway track and its components. The design load \( (F^*) \) for the limit states design concept takes into account both the static \( (F_s) \) and dynamic \( (F_i) \) wheel loads. There are three main steps in designing the concrete sleepers. First, the design actions or loads are to be determined based on the importance level of the track (e.g. \( F^* = 1.2 F_s + 1.5 F_i \)). Then, the design shear and moment envelopes can be achieved by converting the design load to sleeper responses using advanced railtrack dynamic analysis or the design formulation \[12\]. Last, the strength and serviceability of the prestressed concrete sleepers can be optimized in accordance with AS3600 Concrete structures (Standards Australia, 2012). An initially proposed limit states design methodology and procedure can be found in details in Remennikov et al. \[13\].
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Figure 2: Example of statistical data of actual track loading \[15\]

Leong \[15\] showed the statistical data of wheel loading obtained from railway networks in Queensland, Australia. Using probabilistic analysis, the possibility of occurrence related to the magnitude of impact loading on railway sleepers can be predicted. Figure 2 shows a statistical data of actual wheel loading applied on top of the rail obtained from a railway network in North Queensland \[15-16\]. From Figure 2, the relationships between the impact forces \( I \) (kN) and the return periods \( R \) (year) can be written as follows:

\[
\frac{1}{R} = 10^{-0.001 I + 4.1}
\]

(1)
These formulae can be used to determine the impact force factor \( (k_r) \), which is based on the return periods and consequences of changing operations, such as speeds or wheel/rail defects [15].

Limit states concept is a more logical entity for use as the design and analysis approach for prestressed concrete sleepers, in a similar manner of Australian Standard AS3600 [3]. It considers both strength and serviceability. Over time, the concrete sleepers experience diverse traffic loads from operational activities, and may have damage and cracks, also resulting in an additional time-dependent loss in prestress level [17-19]. However, previous studies have not thoroughly investigated the deterioration and residual strength of concrete sleepers [20]. This study thus investigates the remaining life of railway prestressed concrete sleepers after a period of service life through a variety of structural testing programs. It experimentally investigates the remaining service life of railway prestressed concrete sleepers considering limit states design concept. The ageing railway concrete sleepers from various operational environments have been investigated. This paper presents the nominal reserve capacity of the old prestressed concrete sleepers from previous experimental investigations aimed at proposing a rational method for evaluating the remaining life of concrete sleepers.

2. **Limit states of railway concrete sleepers**

According to Leong [15], Australian railway organisations would condemn a sleeper when its ability to hold top of line or gauge is lost. It is also found that this practice is actually adopted in most of railway industries worldwide. Those two failure conditions can be reached by the following actions:

- Abrasion at the bottom of the sleeper causing loss of top
- Abrasion at the rail seat location causing a loss of top
- Severe cracks at the rail seat causing the ‘anchor’ of the fastening system to move and spread the gauge
- Severe cracks at the midspan of the sleeper causing the sleeper to ‘flex’ and spread the gauge
- Severe degradation of the concrete sleeper due to alkali aggregate reaction or some similar degradation of the concrete material.

Since abrasion and alkali aggregate reaction are not structural actions causing failure conditions, only severe cracking leading to sleeper’s inability to hold top of line and gauge will be considered as the failure criteria defining a limit state related to the operations of a railway system. A challenge in the development of a limit states design concept for prestressed concrete sleepers is the acceptance levels of the structural performances under design load conditions. Infinite fatigue life of sleepers cannot be retained after allowing cracks under impact loads. Therefore, the general principles for reliability for structures, and indicates that limit states can be divided into the following two categories:

1. **Ultimate limit states**, which correspond to the maximum load-carrying capacity or, in some cases, to the maximum applicable strain or deformation;
2. **Serviceability limit state**, which concerns the normal use and service life (fatigue and deformation).

Leong [15] suggested three limiting conditions would be relevant to the design of railway concrete sleeper:
Ultimate Limit State
A single once-off event such as a severe wheel flat that generates an impulsive load capable of failing a single concrete sleeper. Failure under such a severe event would fit within failure definitions causing severe cracking at the rail seat or at the midspan. The single once-off event will be based on the probabilistic analysis of train load spectrums recorded over several years or for a suitable period (generally at least a year as to obtain the good representative of track forces over its lifetime under various train/track conditions). The load magnitude of the ultimate event for ultimate limit state design of sleepers depends on the significance or importance level of the railway track. It should be noted that in some cases when the load frequency distributions can only be obtained from the long-term track force measurements, the ultimate design loads are usually taken to be the 95 percent fractiles, and hence have a 5 percent probability of being exceeded [19].

Damageability (or Fatigue) Limit State
A time-dependent limit state where a single concrete sleeper accumulates damage progressively over a period of years to a point where it is considered to have reached failure. Such failure could come about from excessive accumulated abrasion or from cracking having grown progressively more severe under repeated loading impact forces over its lifetime. In sleeper design perspective, the lifetime can be specified by the design service life of the sleepers (e.g. 30, 50, or 100 years) or from the expected train/track tonnage (or how many load cycles expected for the track infrastructure, e.g. 10, 50, or 100 million cycles). The loading ranges for the fatigue life prediction vary on the load frequency distribution as shown in Figure 2 (the load frequency data recorded for a year). Using the data in Figure 2 for fatigue life prediction of sleepers is applicable whereas the actual life must be longer than design life. Alternatively, if the sleeper is to be designed for 50 year service life under 28ton axle load, the loading range for the fatigue life consideration can be obtained from Equation 1 plus the wheel load of 140kN, which is up to 540 kN [15]. Using a statistical analysis, the number of axles or cycles of each loading range can be achieved for the cumulative fatigue damage. Based on previous example, it shows likelihood that there is only 1 time that the sleeper experiences the dynamic load of 540 kN over the sleeper design life of 50 years. Once the numbers of cycle in each loading range (e.g. 105-115 kN, 535-545 kN range) are obtained, the cumulative fatigue damage can be calculated using the endurance limits of materials or generic fatigue design codes (e.g. European Code, CEB Model code, etc.). Such damage should not result in any failure condition described earlier.

Serviceability Limit State
This limit state defines a condition where sleeper failure is beginning to impose some restrictions or tolerances on the operational capacity of the track, for example, prestressing losses, sleeper deformations (shortening and camber), track stiffness, etc. The failure of a single sleeper (in track system) is rarely if ever a cause of a speed restriction or a line closure. However, when there is failure of a cluster of sleepers, an operational restriction is usually applied until the problem is rectified. Recently, this serviceability limit state has extensively applied to the methodology for retrofit and replacement of sleepers made of different material properties in the existing aged track systems. For example, the deteriorated timber sleeper tracks have been replaced by new concrete/steel sleepers through a suitable spacing arrangement as to provide a similar track modulus or stiffness to the existing one. This
method is sometimes called ‘spot replacement’ or ‘intersperse method’. It is important to note that a general recommendation (e.g. by Australian Office of Transport Safety Investigations) is to perform concrete sleeper installation only ‘in-face’ (i.e. the practice of installing the same sleeper type continuously rather than interspersed with other sleepers in between, also referred to as ‘on-face’) [21-22].

By nature, under operational services, the bottom face of prestressed concrete sleepers abrades by relative movement with ballast. The on-face method is likely to cause local differential stiffness and localised differential vertical smoothness (‘top’ surface geometry), resulting in a more aggressive dynamic wheel/rail interaction and causing higher level of sleeper’s soffit abrasion.

3. Deterioration of concrete sleepers

This relative movement is occurred by dynamic action during train passage and impact force due to the wheel flat and rail irregularities. Abrasion of prestressed concrete sleeper can cause reduction of the loading capacity and the head of the PC steel. In this section, investigation into the abrasion of the bottom face (or called soffit) of aged prestressed concrete sleepers have been carried out in order to determine a relationship between amount of the abrasion and gross passing tonnage and aging of the prestressed concrete sleeper. In addition, effect of abrasion to loading capacity of prestressed concrete sleepers has been investigated by numerical analysis [22-23].

In this collaborative research project, more than 200 sleepers which is called “Type 3 sleeper” specified in Japanese industrial standard (JIS) have been monitored and tested under static and fatigue loading conditions in accordance with JIS standard benchmarking arrangements [24-25]. The amount of abrasion is investigated in two ways, detailed method and simple method. For the detail method, the abrasion of sleeper is measured at 20mm interval in longitudinal and rail directions. For the simple method, the abrasion is measured at 100mm intervals in only longitudinal direction.

Figure 3 shows the results of the detailed and simple methods. For sleeper A, the amount of abrasion is approximately 30mm at the rail position and 10mm at the centre of the sleeper. For sleeper B, the amount of abrasion is over 30mm in some part of the sleeper. From these figures, simple method can generally trace the detailed method. Figure 4a shows the relationships between the maximum amount of abrasion and gross passing tonnage. Amount of abrasions were measured by the simple method. The power approximations curve that guides the envelope of maximum amount of abrasion in each aging and gross passing tonnage is also shown in the figure. From Figure 4, the maximum amount of abrasion is approximately 20mm when gross passing tonnage is 1 billion tons. Furthermore, amount of abrasion exceeds 30mm when gross passing tonnage is 1.2 billion tons. For this sleeper, PC steel bar was exposed and corrosion and fracture were observed. Figure 4b shows the relationships between the maximum amount of abrasion and aging of sleepers. From the figure, maximum amount of abrasions increased with aging and it exceeds 20mm when aging is approximately 30 years.
4. Experimental load rating of concrete sleepers

Figure 6 shows the effect of the amount of abrasion to the loading capacity at rail position (positive bending) and the centre (negative bending) of high speed rail sleeper. As showed in the figure, effect of abrasion to the loading capacity at the rail position was small. On the other hand, at the centre of the sleeper, loading capacity reduced with the increase of the amount of abrasion. In particular, loading capacity reduced approximately 10% with 10mm of abrasion at the rail position and loading capacity reduced 48% at the centre of the sleeper. At the rail position, even if the bottom surface of the sleeper was abraded, the distance from the compression edge of the concrete to the PC steel bar does not change. However, at the centre of the concrete, the distance from the compression edge of the concrete to the PC steel bar changes with the abrasion of the bottom face.
Figure 5: Abrasion of 30 years old heavy haul sleepers

In comparison, aged sleepers have been tested under static loading to determine the positive and negative, cracking and ultimate moment capacities at the sleeper centre. The overall experimental program at the University of Wollongong indicated that heavy haul sleepers also suffer from severe abrasion of the concrete cover at the bottom surface and the concrete was damaged adjacent to the rail seat. The load-displacement relationships for both sleepers were similar up to the maximum load capacity. Figure 7 shows the load-displacement relationships for aged sleepers in heavy haul environment. Cracks started when the load reached approximately 150 kN. The crack propagated upward when the loading increased. It is found from Figures 6 and 7 that the tendency of the load carrying capacity of aged sleepers seems to be similar for both high speed and heavy haul rail operations.

4. Conclusions

This paper presents the field investigation of railway sleeper deterioration and the experimental load rating studies arose from the planned expansion of the traffics from both high speed and heavy haul rail operations. There was concern whether the railway concrete sleepers would be capable of sustaining existing operations after its design life, and whether they could be carrying the increased traffic loads. The visual inspection of the concrete sleepers revealed that there were potential problems with durability of the aged sleepers. Concrete spalling of sleepers due to tamping damage, poor construction, and loss of concrete
section due to abrasions were among the problems that could cause the rapid deterioration of strength and serviceability. The results from field observations and static tests of Japanese and Australian concrete sleepers reveal that minor structural cracking was detected in the sleepers under the most adverse loading conditions for all three track supporting conditions. This implies that the in-track sleepers are likely to be capable of resisting extreme loads generated by wheel and rail abnormalities without catastrophic failure under current traffic and even with increased traffic. The confirmation derived from numerical evaluations of fatigue life based on fracture mechanics and cumulative energy absorption will be presented elsewhere in the near future.

![Figure 7: Loading capacity of heavy haul rail sleepers (before and after 30-year service)](image)

(a) Rail position (positive bending)  (b) Center of the sleeper (negative bending)
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Abstract
This work presents the numerical analysis of the RG8 test performed by the French research program Concrack2 in 2011. It consisted in a large RC beam specimen loaded in bending after restrained shrinkage. The specimen is composed of a central thinner part and two massive heads linked by two cylindrical struts that restrained strains due to thermal effects and autogenous shrinkage occurring in the concrete central part. After 8 weeks, the beam was loaded near to its ultimate capacity. The numerical model is based on the 3D fibre beam approach, capable of reproducing the response since early ages. The cross-section is discretized into fibres to take into account the different maturity levels within the cross-section. The analysis is divided into three phases: i) the thermal analysis determines the development of temperatures due to cement hydration and heat transfer, solar radiation and night cooling effects, ii) nonlinear mechanical analysis for early ages including creep, autogenous shrinkage and ageing and iii) nonlinear mechanical analysis for loading phase includes the interaction of normal and shear forces. Performance is compared against experimentation and the development of early age stresses discussed.

1. Introduction

CEOS.fr carried out an experimental campaign for benchmark purposes in order to compare the accuracy of different approaches to describe cracking of RC structures [1, 2]. In [3], the results of the blind simulation of one of the experimental tests – the large RC beam specimen loaded in bending after free shrinkage (RL1 test) – performed with the fibre beam model and compared with other teams’ predictions were published. This communication presents the simulation of the other beam test - the large RC beam specimen loaded in bending after restrained shrinkage (RG8 test). The approach used in the simulations is a fibre beam model.
able to reproduce the strain and stress states of tridimensional reinforced and prestressed concrete frame structures since early ages.

The RG8 test is a massive structure composed of a central part, two massive heads and two cylindrical struts linked to the heads in order to restrain the deformations of the central part of the structure and consequently lead to cracking at early age (Figure 1) [1].

Early age stresses arise from the restraint to the volumetric changes (such as those produced by the temperature development and autogenous shrinkage) that develop from the hydration of cement. The restraint can be caused either by non-linear strain distributions, by internal (reinforcement) or external restraints. Such stresses depend on several factors, such as the development of the mechanical properties, creep, thermal deformations distribution in the cross section, development of autogenous shrinkage and level of restriction of these deformations.

In the case of the RG8 beam, the strains that develop in the central part due to temperature variation and autogenous shrinkage are restrained by the heads and the struts. Accordingly, the restraint level depends not only on the stiffness of the struts, but also on the maturity of the concrete of the heads and temperature variations in the struts.

Cracking depends on the concrete strength which, due to sustained load, is lower than the strength measured in a concrete specimen with the same maturity. Moreover, cracking due to restrained imposed deformations leads to a diminishment of the normal forces [4].

In other words, determining the stress and strain states in the RG8 beam is not a simple task. This was evident in the results presented in the blind stage of the benchmark, in which the forces in the struts predicted by the different participating teams presented very high scatter and were far from the measured forces [5, 6].

Although the volumetric strains at early ages produce 3D effects, in case of beams and columns, the moisture and thermal flow in the longitudinal direction can be ignored without losing significant accuracy, except at the elements ends.

This work starts with an analysis of the influence of the different factors on the axial force in the struts. A comparative study is carried out to determine the influence of the strut temperature on the internal forces. Afterwards, the bending test is simulated and the numerical results are compared with the experimental data in terms of displacements.
2. Numerical model

2.1 General characteristics

The RG8 test is modelled by means of a staggered analysis divided into three phases: i) the thermal analysis that determines the development of temperatures at the cross sectional level, ii) the nonlinear mechanical analysis for early ages and iii) the nonlinear mechanical analysis for the loading phase.

The thermal analysis was performed with COMSOL multiphysics, taking into account solar radiation and night cooling effects, as described in [7]. The nonlinear mechanical analysis is performed by a 3D fibre beam model for time-dependent and phased analysis of concrete structures [3] (Figure 2).

![Figure 2: Fibre frame model a) early age model, b) 1D model with multiaxial force interaction](image)

The strains at each instant are the sum of the mechanical and non-mechanical strains, such as creep, shrinkage, thermal strains and aging. The phased structural analysis consists of a time step-by-step procedure in which the time domain is divided into a discrete number of intervals and the increments of displacements and strains are successively added to those obtained in previous steps [8].

The cross section is discretized into concrete fibres and steel filaments. Each filament can have a different temperature, which permits considering different levels of maturity of concrete and studying the effects of arbitrary distributions of shrinkage and thermal deformations. The model considers perfect bond between concrete and steel.

The key aspects of the models are presented in the following sections; for more details see [9] for the early age model, [10] for the basis fiber beam model and [3] for the combination of the two models in a staggered analysis.

2.2 Early age mechanical model

The longitudinal geometry is discretized by linear Hermitian 13 degrees of freedom finite elements [11]. For each FE, the longitudinal reinforcement is parallel to the longitudinal axis. Regarding their position in relation to the boundaries, the filaments achieve different temperatures during hydration and, consequently, different levels of maturity. The mechanical properties of concrete are not constant in the cross section due to the variation of the maturity.
levels. This aspect is considered in the early age model, as it can be relevant for predicting cracking risk during the cement hydration process.

The mechanical characteristics of concrete are simulated through the concept of degree of hydration or maturity [12]. In this study, these are described as a function of the equivalent age. Details of the formulation and validation of the early age model can be found in [9].

2.3 Mature mechanical model

The fibre beam model [10] was used in the mechanical simulation of the loading test at mature age. The model is based on the Timoshenko beam theory with the cross section discretized into fibres of concrete and smeared stirrups and longitudinal steel filaments, as in the model for early age analysis. A sectional formulation accounts for nonlinear axial force-bending-shear interaction. Cracking of concrete is based on the smeared rotating crack approach.

3. Simulation of the Concrack2 RG8 test

3.1 Description of the experimental test

The experimental test under study here is the full scale beam subjected to restrained shrinkage (RG8 test) of ConCrack Benchmark [1, 2] (Figure 1). The central part is 5.9 m long, 0.50 m wide and 0.80 m high, longitudinal reinforcement of 2% and concrete cover equal to 50 mm. The two massive heads are 0.90 m long, 2.2 m wide and 0.90 m high. Two cylindrical struts with a diameter equal to 32.2 cm and thickness of 4 cm are anchored to concrete heads in both ends of the beam.

The beam was thermally insulated during the first 2 days after casting. Then, the insulation and the formwork were removed and the beam was kept at ambient conditions for 2 months. The heads were prestressed just before formwork removal. Subsequently, the beam was transferred to the testing bench and loaded until near bending capacity. Figure 3 shows a scheme of the RG8 beam on the testing bench. The two concentrated loads were applied in 16 loading steps of 50kN/jack (until a maximum of 800kN/jack). A pre-loading of 200 kN was applied and removed before the start of the test.

The beam was largely instrumented, both externally and internally with the following types of sensors: temperature; vibrating wire for deformations; displacement sensors for the loading phase; optical fibre sensors; electrical strain gauges placed on reinforcement bars. During the test, the observation of the development of cracks and forces was the prime focus.

Figure 3: Loading scheme of the RG8 test [1]
3.2 Parameters of the model for early age analysis

The thermal characterization of concrete was done with the data provided by the benchmark: mix proportion, chemical composition of the cement, volumetric mass, ambient temperatures and the temperatures development in an adiabatic test (which for operational reasons began three hours after the beam was cast). As the adiabatic test should start right after mixing of concrete (5-10 min) in order to capture the entire hydration temperature, the hydration degree was modelled according to Freiesleben-Hansen and Pedersen [13], with the parameters suggested by Schindler and Folliard [14] depending on the water/cement ratio (w/c), cement fineness (specific surface area) and cement chemical composition [3].

In the 2D model for early age thermal-analysis, the cross section was discretized into 640 elements, 20 equal length divisions in the horizontal direction and 32 equal length divisions in the vertical direction. Time domain was discretized into 15 minutes steps.

The development of the mechanical properties was adjusted with the models of the Norwegian University of Science and Technology (NTNU) [15].

As the experimental information available about creep was limited to one loading age (2 days) the Linear Logarithmic Creep Model was used considering the parameters proposed by Larson and Jonasson [16, 17] for a concrete with a similar modulus of elasticity. For more details about the creep models used, see [3]. Due to the lack of experimental tests for the characterization of the instantaneous mechanical behaviour of concrete, a linear constitutive equation for concrete with effective tensile strength equal to 90% of the tensile strength was considered. This hypothesis may have a relevant effect in the stress state predicted for early ages [18].

Figure 4: FE model for early age analysis

The model for the mechanical analysis is presented in Figure 4: the beam was divided into 10 elements of different lengths, the mesh of the cross section being the same as in the thermal analysis. The heads were modelled with eight elements and the struts with one element.

The input solicitations in the model were the temperatures generated by the heat of hydration and atmospheric environment and the degree of hydration in each filament. No friction was considered between the formwork and the beam. The heads were considered to have the same maturity as the central part of the cross section at each instant of time.

3.3 Parameters of the model for loading test at mature age

The longitudinal mesh is represented in Figure 5 consisting of 35 finite elements and the cross section discretization equal to the one used in early age thermo-mechanical analysis. Pertaining to the boundary conditions, the elastic supports represent the stiffness of the Macalloy bars that tie the beam to the bending bench (k=503077 kN/m) and there is a
horizontal displacement restriction at the middle node. In the nonlinear analysis, the applied loads consisted on the dead weight (considering the effect of the end concrete heads as concentrated: P₁ = 42.5 kN and M₁ = 19.26 kN.m) and two nodal loads representing each line of jacks applied in 16 loading steps of 50 kN (total of 1600 kN). The material parameters considered in the model are listed in Table 1.

The strain-stress state of concrete and steel generated by the cement hydration phenomena and shrinkage determined in the early age analysis were inputted as initial state of the materials in the second stage of the simulation.

Table 1: Parameters of the mechanical model for the loading test

<table>
<thead>
<tr>
<th>Property</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression strength of concrete</td>
<td>F_c</td>
<td>63.7</td>
<td>MPa</td>
</tr>
<tr>
<td>Tensile strength of concrete</td>
<td>F_{ct}</td>
<td>4.65</td>
<td>MPa</td>
</tr>
<tr>
<td>Modulus of elasticity of concrete</td>
<td>E_c</td>
<td>40.2</td>
<td>GPa</td>
</tr>
<tr>
<td>Tension stiffening</td>
<td>K_c</td>
<td>0.5</td>
<td>-</td>
</tr>
<tr>
<td>C</td>
<td>0.002</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yield strength of steel</td>
<td>F_y</td>
<td>500</td>
<td>MPa</td>
</tr>
<tr>
<td>Ultimate strength of steel</td>
<td>F_u</td>
<td>550</td>
<td>MPa</td>
</tr>
<tr>
<td>Modulus of elasticity of steel</td>
<td>E_s</td>
<td>200</td>
<td>GPa</td>
</tr>
</tbody>
</table>

4. Results and discussion

4.1 Early age

Figure 6 compares temperatures measured and numerically obtained at three points in the central section by the thermal analysis performed [7] where a very good agreement was achieved. In the upper point U - localized 11.5 cm below the top of the beam - the effect of solar radiation is noticed. The difference between maximum numerical and experimental temperatures can be due to some problems of insulation (no continuity in polystyrene) that were observed during the setting up, as reported by the authors of the tests [19].

Figure 6: Temperature vs. time since casting at point SU, C and SL
No data was available related to strut isolation in order to perform a complete 3D thermal analysis needed to compute the temperatures in the struts with high accuracy. Hence, a parametric study was performed considering different temperatures for the struts (Figure 7): 18 ºC, ambient temperature and temperature measured in one cross section of the struts.

![Figure 7: Influence of struts temperature on the development of strut forces](image)

In the three cases, during the first hours, the forces in the struts are higher than those measured [6, 19]. For temperatures of 18 ºC and equal to the one measured in a section, the development of forces in the strut does not show the plateau that is experimentally observed. For temperatures in the struts equal to ambient temperature, the kinetics of struts forces between 20 and 50 hours is similar to the development of experimental temperatures.

It can also be observed that the maximum compression in the struts, which corresponds to tension in the beam, is higher than the maximum compression measured. This can be due to the effect of the sustained load, resulting into effective strength lower than the instantaneous strength.

Pertaining to the tension forces, the organizers of the benchmark pointed out the following [19]: “Experimentally a provisional stabilization was noted at 20 tons (per strut). This could be partially explained by an insufficient prestressing of the anchoring of struts as the system for anchoring the struts in the concrete heads was designed for compressive stress (when concrete is cooling). In this period, the concrete was dilating, which induces tensile stress in the struts. If the anchoring was insufficient, a sliding could be observed which would induce a plateau on the evolution of the force developed in the strut”. In the authors’ opinion, this difference in the kinetics may be also due to the effect of temperature in the struts.

Figure 8 shows the development of the stress profile in the uncracked sections produced by internal and external restraint for different time steps, considering an effective strength of 90% of the tensile strength. During the heating phase, the profiles are characterized by compressive stresses in the whole section.

In the cooling phase, the development of the modulus of elasticity causes a reversal of the
sign of the stresses. At 48 hours the formwork and isolation are removed, producing an abrupt decrease in temperature on the upper fibres and on both sides, which lead to further tensile forces in these parts.

The daily variations in temperature produce a change in the stress profile that approximately repeats every 24 hours. When outer temperatures increase, the outside tends to compress and the inside tends to tense more.

![Image of stress profile development](image)

**Figure 8: Development of the profile stresses in uncracked section**

Maximum stresses appear at different locations and instants – at 51 hours on the left border (west side) and at 58 hours on the right border of the beam (east side). At 60 hours the highest stresses appear in the top and lateral fibres. Around 66 hours the stress profile is rather constant and around 72 hours the highest stresses appear in the inner part of the cross section.

In the following days, the stress flow has a similar variation to the fourth day: at first the corners and the top border of the cross section start to compress (maximum values appear at 78 hours). Between 84 and 90 hours the top area presents the highest tensile stresses. At 96 hours the stress profile is similar to the one corresponding to 72 hours. At 98 hours cracking appears in the centre of the cross section.

The experimental observations show that at early age 3 cracks appeared in the central part and the beam did not reach a stabilized cracking stage. The numerical model predicts cracking in 8 cross sections.

### 4.2 Loading test

Regarding the loading analysis, the experimental and computed displacements in one point are compared in Figure 9. It can be observed that numerical results present a good fitting with experimental results, with differences in the maximum displacements of approximately 14%.

In order to quantify the influence of the early age effects on the behaviour of the beam when loaded, a similar analysis was performed without considering the offset of early age strains. Early age stresses influence the reduction of stiffness due to cracking, which is relevant in the overall response under loading. The maximum displacement computed by the analysis since
early ages is approximately 8% greater than the one without considering early age effects.

Figure 9: Comparison between numerical and experimental displacements at point 6

5. Conclusions

- During the first hours, the forces in the struts are greatly dependent on their temperature.
- When considering the temperature in the struts equal to the one measured in one of its cross sections, the computed tensile stresses are higher than the experimental results and do not present the plateau observed in the test.
- Maximum tensile stresses in the beam (corresponding to maximum compression stresses in the struts) depend on the concrete effective strength considered; a good agreement is achieved when it is considered as 90% of the instantaneous value.
- The results computed in the early age phase are dependent on the size of the mesh.
- The displacements obtained in the simulation of the load test are lower than the experimental ones (approximately 14%).
- Early age effects affect the response of the beam under load; maximum displacements increase around 8% when the early age effects are considered.
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Abstract
Corrosion of steel reinforcement represents the major cause affecting durability of reinforced concrete structures in road and marine environments. To assure durability, standards attempt to provide specifications for long-term performance by simple deemed-to-satisfy rules for approximate environmental classification. This paper presents results from a study of modelling of chloride ingress in concrete with fly ash and ground granulated blast-furnace slag. Chloride threshold values for corrosion initiation are discussed. A physical model, ClinConc, was employed to calculate the chloride ingress profiles after exposure under marine (submerged) and road environments for 100 years. The model was validated using field data after exposure in the Swedish seawater for about 20 years. The results show that the addition of mineral additions in general increases the resistance of concrete to chloride ingress and allows smaller concrete cover thicknesses. However, one critical parameter is the chloride threshold value. In consideration of both the chloride resistance and the alkalinity, which influence the critical chloride threshold value, the concrete with mineral additions still reveals sufficient margin to allow a significantly lower chloride threshold for initiation of corrosion of reinforcement steel in concrete.

1. Introduction
Chloride induced reinforcement corrosion is still a big durability problem of reinforced concrete structures such as bridges and tunnels in road infrastructures. At the present, the specification of durability is mainly based on the establishment of various constraints to the mixture proportions of the concrete, such as cement type and water/binder (w/b) ratio, together with requirements on the cover thickness as function of the severity of the exposure. This approach does not consider the actual performance of concrete materials with different types of cement and mineral additions added to the cement or directly to the concrete. With the help of more sophisticated durability models safer structures can be designed with expected service life and reduced consumption of materials. This paper intends to evaluate the service life of reinforced concrete with binders blended with fly ash (FA) and ground
granulated blast furnace slag (GGBS) regarding chloride-induced corrosion of reinforcement steel, based on the current knowledge and models, see [1]. Moreover, the aim is to provide recommendations with respect to requirements on minimum concrete cover for different concrete compositions, with main focus on bridges and tunnels with a service life of 100 years.

2. Experiments

For the experiments, three different Portland cements (CEM I), one Portland-fly ash cement (CEM II/A-V), one Portland-slag cement (CEM II/B), one blast furnace cement (CEM III/A), two different GGBS, and one type of FA were used in the study, see Table 1 for properties. For the concrete mixes granite type of aggregates were used (maximum aggregate size 16 mm) and for all the mixes the air content was 5 to 6% by volume. For the mixes with mineral additions an efficiency factor ($k$-value) of 1.0 was used, i.e. comparison is made at equal w/b ratios.

| Table 1: Materials. |
|----------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| ID | Type | Density $kg/m^3$ | Blaine $m^2/kg$ | CaO M.-% | SiO$_2$ M.-% | Al$_2$O$_3$ M.-% | Fe$_2$O$_3$ M.-% | Na$_2$O eqv M.-% |
| C1 | CEM I 42,5 N SR3 MH/LA | 3 200 | 330 | 64 | 22 | 3.7 | 4.5 | 0.51 |
| C2 | CEM I 42,5 N SR3 MH/LA | 3 160 | 330 | 64 | 22 | 3.3 | 4.6 | 0.45 |
| C3 | CEM I 52,5 N | 3 140 | 420 | 63 | 19 | 4.3 | 3.1 | 0.90 |
| C4 | CEM III/A 42,5 N/NA | 3 000 | 450 | 52 | 28 | 8.9 | 1.2 | 0.70 |
| C5 | CEM II/A-V 42,5 N MH/LA | 3 040 | 370 | | | | | 0.85 |
| C6 | CEM II/B-S 52,5 N | 3 060 | 460 | 56 | 25 | 6.3 | 2.1 | 0.80 |
| S1 | GGBS | 2 900 | 420 | 40 | 35 | 12 | | 1.20 |
| S2 | GGBS | 2 920 | 500 | 31 | 34 | 13 | | 0.90 |
| FA | Fly ash | 2 100 | | | | | | 2.40 |

C4: Contains about 49% GGBS.
C5: Is a FA cement with app. 14% FA and with the clinker of C1.
C6. Contains about 33% GGBS.
FA: The FA had a fineness of 16% ($<45 \mu m$) and a loss on ignition of 2%.

The compressive cube strength and the chloride migration coefficient was measured for all mixes. The chloride migration coefficient was determined according to NT BUILD 492 [2]. The compressive strength (water cured cubes) and chloride migration coefficient at 28, 56 and 180 days are presented in Table 3. As can be seen there are variations in the performance of the different materials with respect to the chloride migration coefficient, e.g. difference between GGBS S1 and S2, is probably due to their different fineness and/or chemical composition.
Table 3: Compressive strength (cube) and chloride migration coefficient of concrete.

<table>
<thead>
<tr>
<th>Binder &amp; w/b amount (See table 1)</th>
<th>Comp. strength [MPa]</th>
<th>Chloride mig. [$10^{-12}$ m$^2$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>28 days</td>
<td>56 days</td>
</tr>
<tr>
<td>C1 0.45 400</td>
<td>45.2</td>
<td>52.2</td>
</tr>
<tr>
<td>C2 0.45 400</td>
<td>46.9</td>
<td>53.7</td>
</tr>
<tr>
<td>C3 0.45 400</td>
<td>42.8</td>
<td>48.6</td>
</tr>
<tr>
<td>C2+20%S1 0.45 400</td>
<td>45.6</td>
<td>54.1</td>
</tr>
<tr>
<td>C2+30%S1 0.45 400</td>
<td>39.4</td>
<td>48.8</td>
</tr>
<tr>
<td>C2+40%S1 0.45 400</td>
<td>37.5</td>
<td>49.1</td>
</tr>
<tr>
<td>C2+60%S1 0.45 400</td>
<td>37.0</td>
<td>48.3</td>
</tr>
<tr>
<td>C1+20%S1 0.45 400</td>
<td>45.5</td>
<td>52.7</td>
</tr>
<tr>
<td>C1+20%FA 0.44 419</td>
<td>38.8</td>
<td>46.7</td>
</tr>
<tr>
<td>C5 0.40 425</td>
<td>45.8</td>
<td>50.2</td>
</tr>
<tr>
<td>C2+20%S2 0.45 400</td>
<td>48.6</td>
<td>57.8</td>
</tr>
<tr>
<td>C2 0.45 400</td>
<td>38.7</td>
<td>49.1</td>
</tr>
<tr>
<td>C5 0.40 425</td>
<td>45.8</td>
<td>54.8</td>
</tr>
<tr>
<td>C1+25%FA 0.39 465</td>
<td>49.1</td>
<td>58.4</td>
</tr>
<tr>
<td>C2 0.40 425</td>
<td>50.5</td>
<td>57.4</td>
</tr>
<tr>
<td>C2+20%S1 0.40 245</td>
<td>50.0</td>
<td>57.0</td>
</tr>
<tr>
<td>C2+30%S1 0.40 425</td>
<td>48.4</td>
<td>56.8</td>
</tr>
<tr>
<td>C2+40%S1 0.40 425</td>
<td>45.6</td>
<td>57.0</td>
</tr>
<tr>
<td>C4 0.40 425</td>
<td>54.7</td>
<td>61.0</td>
</tr>
<tr>
<td>C6 0.40 425</td>
<td>59.2</td>
<td>61.7</td>
</tr>
</tbody>
</table>

\textsuperscript{1)} Estimated from the data measured at 28 and 56 days using exponent time-dependent relationship.

3. Corrosion initiation

3.1 Chloride ingress modelling

Based on recent validation results from concrete specimens after over 20 years’ exposure in the Träslövsläge harbour [3] and 10 years field exposure in road environment [4] in Sweden,
the ClinConc model [5] revealed the best agreement with the field data. Therefore, this model was used for modelling of chloride ingress in this study. The ClinConc model consists of two main procedures, see [5]: 1) Simulation of free chloride penetration through the pore solution in concrete using a genuine flux equation based on the principle of Fick’s law with the free chloride concentration as the driving potential, and 2) Calculation of the distribution of the total chloride content in concrete using the mass balance equation combined with non-linear chloride binding. The ClinConc model uses free chloride as the driving force and takes non-linear chloride binding into account, thus describing chloride transport in concrete in a more scientific way than the empirical or semi-empiric models. The free chloride concentration in the concrete at depth, $x$, is determined using the following equation:

$$\frac{c - c_i}{c_s - c_i} = 1 - \text{erf} \left( \frac{x}{2 \sqrt{D_6nD_{\text{lab}} \left( \frac{t_{\text{lab}}}{t} \right)^n \left( \frac{t_{\text{ex}}}{t} \right)^{1-n} \left( \frac{t_{\text{ex}}}{t} \right)^n t} \right)$$

(1)

where: $c$, $c_s$ and $c_i$ = the concentration of free chlorides in the pore solution at depth $x$, at the surface of the concrete and initially in the concrete, respectively; $D_{\text{lab}}$ = the diffusion coefficient measured by the RCM test, e.g. NT BUILD 492 [1], at the age of $t_{\text{lab}}$; $D_6$ is the factor bridging the laboratory measured $D_{\text{lab}}$ to the initial apparent diffusion coefficient for the actual exposure environment; $n$ is the age factor accounting for the diffusivity decrease with age; $t_{\text{ex}}$ is the age of concrete at the start of exposure and $t$ is the duration of the exposure.

Different from the empirical models, the factors $D_6$ and $n$ in the ClinConc can be calculated based on the physical properties of concrete including cement hydration, hydroxide content, water accessible porosity, time-dependent chloride binding, and the environmental parameters such as chloride concentration and temperature. The detailed descriptions of the factors $D_6$ and $n$ are given in [6].

The total chloride content is basically the sum of the bound chloride, $c_b$, and free chloride, $c$, expressed as (as mass % of binder):

$$C = \frac{\varepsilon \left( c_b + c \right)}{B_c} \times 100$$

(2)

where: $\varepsilon$ is the water accessible porosity at the age after the exposure; $B_c$ is the cementitious binder content, in kg/m$^3$ concrete; and $c_b$, is the bound chlorides expressed in the same unit as free chloride.

In the modelling of the marine environment a chloride ionic concentration of 14 g/l and an annual mean water temperature of +11°C was used. For the road environment a chloride ionic concentration of 1.5 g/l and an annual mean air temperature of +10 °C were applied. For the initial chloride content 0.1% of binder was assumed, even though the actual values in the tested mixes were lower. Examples of calculated chloride profiles for marine environment (submerged, XS2) are shown in Figure 1. The chloride profiles for all mixes are not shown as there were minor differences for some of the mixes, e.g. with the different slags. Moreover,
for the mixes with GGBS the difference in chloride ingress between w/b 0.45 and 0.40 were in many cases very small because their chloride migration coefficient were similar.

Figure 1: Comparison of calculated chloride profiles for marine environment (submerged, XS2) after 100 years exposure. (a) For CEM I and mixes with FA and (b) for some of the mixes with GGBS or GGBS cements.

3.2 Chloride-induced corrosion and minimum concrete cover

It is generally accepted that the active corrosion (depassivation) occurs when the chloride concentration reach a certain critical level, referred as the chloride threshold value $C_{cr}$ [7] [8]. The chloride threshold value depends on many parameters. Comprehensive literature reviews on the subject [8] [9] show large scatter in the reported chloride threshold values with one order of magnitude, from 0.1% up to around 2% by mass of binder. One of the decisive factors is the pH value of the pore solution which is dependent on the type of binder [7] [8], because the passive film is formed and maintained under the alkali condition or the concentration of hydroxide ions. For reinforcement steel embedded in concrete additional factors such as moisture content, temperature, oxygen availability, defects on the concrete-steel interface are also important. Usually $C_{cr}$ is expressed as the total or acid soluble chloride. In this case, the chloride binding capacity of cementitious hydrates has to be taken into account.

It is conventionally believed that the mineral addition in concrete results in lower chloride threshold value because of the pozzolanic reactions which consume Ca(OH)$_2$ from the cement hydration, resulting in a lower pH value in the pore solution [10]. This is still questionable, because the initial pH (13-14) of the pore solution is mainly attributed to the alkaline oxides K$_2$O and Na$_2$O, as expressed by equivalent [Na$_2$O]$_{eqv}$ in the binder whilst the long-term pH is dependent on the existence of portlandite in the hardened cement paste. It has been reported that for GGBS contents of $\leq$ 40% the concentration of alkali in the pore solution is within the range of pure CEM I but high amounts (>75%) can have a strong influence on the alkalinity [11]. However, it has also been reported [12] [13] that even at a GGBS content $>$75% there is still portlandite remaining in 20 year old samples. At about 50% GGBS more than 9% portlandite by mass of binder remained after hydration for 3 and 20 years, see [13] [14] [15].
The same has been reported for concrete with FA [149 [15]; when FA <30% there is still portlandite remained. It is known that calcium leaching is a process much slower than chloride ingress. If there is no carbonation, very little amount of portlandite can keep the pH value of solution about 12.5 due to its low solubility (0.023 mol/l).

On the other hand, the higher chloride binding capacity, lower diffusivity and finer pore structure of concrete with mineral addition positively contribute to the resistance of concrete against corrosion initiation, as indicated in a study of reinforced concrete specimens after over 20 years’ exposure in the Träslövsläge harbour [3]. According to [3], the estimated chloride threshold value from the field exposure is about 1% by mass of binder for most types of concrete with Portland cement and silica fume whilst the concretes with FA and GGBS did not show a corrosion tendency at a chloride content even higher than 1% by mass of binder. Therefore, the conventional opinion of low \( C_C \) for the concrete with mineral additions due to its lower alkalinity is questionable, because on one side there is no sufficient evidence of a significant lower pH value in the pore solution and on the other hand the improved microstructures in such types of concrete may prevail the weakness of low alkalinity, if it is.

Assuming a service life of \( t_L = 100 \) years, the minimum cover thickness \( x_c \) can be estimated from the following equation in the ClinConc model, if the free chloride threshold value \( c_{cr} \) is given:

\[
x_c = 2 \frac{\frac{\delta_{in} D_{ml}}{1 - H}}{t_{ml}} \left( t_{ml} \right) \left[ \left( \frac{t_{in}}{t_{ml}} \right)^{1 - \alpha} - \left( \frac{t_{in}}{t_{ml}} \right)^{1 - \alpha} \right] \cdot t_L \cdot \text{erf} \left[ \frac{1 - \frac{c_{cr} - c_i}{c_c - c_c}}{c_c} \right]
\]

In this study for estimation of the minimum cover thickness the value of 1% total chloride by mass of binder was used as criteria for concrete exposed under the marine environment and 0.4% total chloride by mass of binder for concrete exposed under the road environment due to the high availability of oxygen and possible carbonation. The corresponding free chloride threshold value \( c_{cr} \) used in equation (3) can be inversely obtained from equation (2).

The calculated minimum concrete cover required under the marine environment and for the road environment is presented in Figure 2. As can be seen, in the marine environment the minimum concrete cover predicted is 70 mm for C4 (CEM III/A) and those mixes with 60% GGBS. With lower GGBS content the required cover increase and becomes about 80 mm with 40%, 90 mm with 30% and 100 to 110 mm with 20%. For the mixes containing FA (with 15 to 20%), 100 to 110 mm is required at \( w/b \ 0.45 \) and 70 to 80 mm at \( w/b \ 0.40 \). The largest concrete cover is required for the sulfate resistant Portland cement (C1 and C2), with 160 mm at \( w/c \ 0.45 \) and 140 mm at \( w/c \ 0.40 \). In comparison, the ordinary Portland cement requires 130 mm at \( w/c \ 0.45 \). For the road environment the concrete mixes with GGBS or FA require 35 to 50 mm cover at \( w/b \ 0.45 \) and 35 to 45 mm at \( w/b \ 0.40 \). In comparison, the ordinary Portland cement requires 65 mm at \( w/c \ 0.45 \) and the sulfate resistant Portland cement a cover of 70 mm at \( w/c \ 0.40 \). In general, the required covers in the marine environment are much higher than the recommended values in EN 1992-1-1 [16] but are in line with the recommended value of 100 mm by the Norwegian road authorities [17].
3.3 Allowable low limit of chloride threshold

So far it is still lack of actual chloride threshold value for concrete, especially for those with mineral additions, due to the absence of standard test method for the threshold value. Under the assumption of the same service life and cover thickness as concrete based on the mixes with C1 and C2 (sulfate resistant Portland cement), a chloride content at the cover depth in concrete with mineral additions can be calculated with the help of the ClinConc model. Thanks to the higher resistance of concrete with mineral additions to chloride ingress, this calculated chloride content will be lower than the chloride threshold for the reference concrete (with C1 or C2) and can thus be considered as a theoretical allowable low limit of chloride threshold for concrete with mineral additions. In this study, a cover thickness of 100 and 70 mm, and a chloride threshold value of 1% and 0.4% by mass of binder were assumed for the marine and road environment respectively. The results are illustrated in Figure 3. From Figure 3, it can be seen that under the marine and road environment, the theoretical low limit of threshold for all the other types of concrete with mineral additions is considerably lower than the reference threshold for concrete with C1 and C2 (sulfate resistant Portland cement). For the marine submerged condition the chloride threshold value could be allowed to be as low as 0.1% to 0.2%, 10 to 20% of that of a sulfate resistant Portland cement. This means that concrete with mineral additions, due to the improved resistance to chloride ingress, are expected to have more than sufficient margin to protect reinforcement steel from corrosion.

4. Discussion

The results from the above modelling together with the limited field data after exposure in the Träslövsläge harbour for 20 years have given a certain evidence showing the positive contribution of mineral addition to the resistance of concrete to chloride ingress. For the addition of GGBS up to 60% in this study (75% for the field exposure), the chloride
resistance increases with the addition level. Similarly, fly ash at an addition of 15 to 25% increased the chloride resistance significantly. With respect to chloride threshold values, the field data from Träslövsöslagen harbour seem to indicate that 1% can be used for mixes with Portland cement as well as for mixes with GGBS or moderate amount of fly ash. In the literature mineral additions, such as fly ash and slag, have been reported to give rise both higher and lower threshold values [8]. But it has also established that the most influencing parameters are the steel-concrete interface (e.g. presence of defects) and the steel potential [8] which makes results from literature difficult to interpret.

Given the uncertainty regarding the chloride threshold value a possible low limit of chloride threshold was determined. The result from this back-calculation show that by reducing the chloride migration coefficient to one third compared to a mix with CEM I (sulfate resistant) the low limit threshold can be as low as 0.1 to 0.2% of binder if 1.0% is assumed for CEM I in submerged marine environment. In consideration of both chloride resistance and alkalinity, the concrete with mineral additions (at moderate amounts) still reveals sufficient margin to allow a significantly lower chloride threshold for initiation of corrosion of reinforcement steel in concrete. Most reported chloride threshold values for concrete with slag or fly ash [8][9] do not indicate such low threshold values at moderate amount of mineral additions (up to 25% fly ash and 50% GGBS). The reduction in threshold value, for the cases where this has been found, reported is generally not more than 50% [18]. Hence, the improved resistance to chloride ingress, where moderate amount of mineral addition can reduce the chloride migration to one third compared to a CEM I, overcomes the potential negative effect on the chloride threshold value.

With the help of models, like ClinConc, rapid chloride test methods such as NT BUILD 492 [2] can be used for specification and verification by a performance based approach. As can be seen in Figure 2 there is a big variation in required concrete covers. With a prescriptive approach such variations are difficult to handle. Moreover, there is also variation in the
performance of the different materials with respect to the chloride migration coefficient which also cannot be considered with a prescriptive approach. This variation can, however, be considered with the performance based approach although it still requires a reliable test method to quantify chloride threshold values. Moreover, for large concrete covers the effects of more stable internal climate and less oxygen availability may have positive impact on the chloride threshold values and corrosion rate which needs to be considered.

5. Conclusions
The ClinConc model was used to model chloride ingress in concrete with Portland cement and with various mineral additions with the measured chloride migration coefficient as the key input parameter. Some limited field data measured from concrete exposed in the Träslövsläge harbour for about 20 years [3] and 10 years exposure in a road environment [4] were used for validation of the modelled results. From both the literature review and the experimental and modelling results [1] it can be concluded that, for the mineral additions:

- The chloride resistance of concrete increases with mineral addition. For GGBS, the higher the addition level (up to 60% GGBS in this study), the better the resistance is, whilst for FA, the addition level in the range of 13% and 25% reveals similar resistance.
- The alkalinity of concrete with GGBS may not necessarily be low because both the alkaline components in GGBS and the reduced porosity contribute to a high concentration of hydroxide ions in the pore solution. It is only at high addition levels that this might be a concern.
- The alkalinity of concrete with FA is proportionally reduced with the addition of FA, but the reduction is limited if the addition of FA is not more than 25%.
- In consideration of both chloride resistance and potential effect of alkalinity on the chloride threshold value, the concrete with mineral additions have significantly better resistance to chloride ingress which outperforms any negative effect on the chloride threshold value.

Values of minimum cover specified in current standards need to be revised by consideration of the type of binder used. From the ClinConc model and the concrete mixes tested, some suggested values are given in Figure 2. To assure the designed service life, the resistance of concrete to chloride ingress should be tested using e.g. the rapid chloride migration test or similar standardized tests and a performance based approach should be used to determine required concrete covers.

Finally, it can be point out that the overall effect of mineral additions in concrete is significant in terms of resistance to chloride ingress with a marginal influence on the chloride threshold value. Therefore, the use of mineral additions in concrete should have a clear, great advantage from viewpoint of sustainability in terms of technical performance, cost-effectiveness and ecological benefit.
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Abstract
A normal approach to the Service Life Design of reinforced concrete will typically consider the limit state of corrosion initiation as the defining durability limit state. Rarely are other limit state considered such as corrosion propagation or corrosion induced cracking and spalling due to the greater uncertainties in the models that describe the deterioration mechanisms. Most models capture the process of the initial phase of degradation. These models disregard the actual damage, i.e. the corrosion of the reinforcing steel. As a result, the Service Life Design established to date only considers the end of the initiation phase of the degradation process, or, in other words, the onset of damage (time of depassivation or onset of corrosion) as a critical limit state. Corrosion and its consequences are not considered, which may lead to a substantially shorter estimated service life of the structures. Comprehensive investigations were recently undertaken on the depassivation of steel reinforcement and on crack formation in concrete which have resulted in an analytical prediction model for corrosion-induced cracking occurring in the surface zones of structural components. This paper presents a sensitivity study of the main model parameters for the corrosion induced cracking when coupled to the chloride induced corrosion initiation model.

1. Introduction
Reinforced concrete structures are subject to constant deterioration limiting their service life. The service life prediction of deteriorating structures is affected by the uncertainties associated with material properties, mechanical and environmental loads, and damage occurrence and propagation models [1]. Therefore, estimation of service life requires probabilistic models and methods to account for the uncertainties that govern the deterioration processes.

The service life design (SLD) of reinforced concrete structures requires material models
capable of reliably describing both mechanisms of damage and the general progression of
damage over time. However, most models that are currently being used only capture the
process of carbonation and chloride penetration into the uncracked concrete that is at the
initial phase of degradation. Typically, these models disregard the actual damage, i.e. the
corrosion of the reinforcing steel. As a result, the SLD established to date only considers the
end of the initiation phase of the degradation process, i.e. the onset of damage (time of
depassivation or onset of corrosion) as a critical limit state (LS). The corrosion of the
reinforcement and its consequences, i.e. the crack formation and spalling of concrete, are not
considered, which may lead to a substantially shorter estimated service life of the structures.

There are two distinct phases in the corrosion induced deterioration process of concrete. The
first phase (initiation) is defined as the time necessary for chloride ions to reach a critical
concentration at the depth of the reinforcement to cause its depassivation. Typically diffusion
controls the process. This instant is defined as corrosion initiation. The second phase
(propagation) is defined as the period of time that follows the initiation of corrosion. It can be
separated in different deterioration phases, of which the first is cracking of concrete cover.
Typically corrosion rate controls the process at the outset. After the appearance of the first
crack, the continuous volume expansion due to rust formation as a consequence of the
proceeding corrosion leads to crack propagation resulting in the spalling of the concrete
cover.

In practice, it has been observed that time dependent reliability models do not consider the
causational relationship between serviceability LS, dealing with each LS independently. As
an example, corrosion initiation and propagation are usually dealt with independently,
ignoring the dependency between them [2]. Commonly the propagation phase is ignored, i.e.
considered to be on the safe side (conservative approach). This might stem from the lack of
models, and confidence in models for this phase. As a consequence, design decisions based
upon independent time-dependent reliability models will not produce optimal/realistic
outcomes.

Comprehensive investigations were recently undertaken on the depassivation of steel
reinforcement and on crack formation in concrete which have resulted in an analytical model
for corrosion induced cracking occurring in the surface zones of structural components [3,4].

An attempt to bridge this gap is made with a basic methodology for the probabilistic
determination of service life, combining both corrosion initiation and propagation phase
models. The approach takes into account the time dependency of the individual phenomena,
and the relationship between both phases.

The quantitative prediction of the time to cracking is needed in the development of a holistic
deterioration model for the prediction of service life. A probabilistic methodology has been
presented based on theoretical physical models for corrosion initiation and time from
corrosion initiation to cracking of the concrete cover (time-to-cracking), and the causational
relationship between them, i.e. time-to-cracking depends on the time to corrosion initiation
[5,6]. Based on the methodology, it is demonstrated how the models influence the estimated
time to corrosion induced cracking considering both deterioration mechanisms involved. This
approach helps to improve the prediction of durability for new or to define optimal repair strategies for existing concrete structures. The time from corrosion initiation to cracking of the concrete cover is a critical period for modelling the time to repair, rehabilitate, and replace reinforced concrete structures.

This paper presents a sensitivity study of selected model parameters for the corrosion induced cracking when coupled to the chloride induced corrosion initiation model (variations of the geometrical model parameters concrete cover depth and rebar diameter were not studied in this paper). By combining the limit states, the outcome of the SLD calculation is the probability of time to corrosion induced cracking, at any time starting after construction.

2. Reliability Analysis

2.1 Coupling of two limit states

In general, engineering design consists of proportioning the elements of a reinforced concrete structure so that it satisfies various criteria of performance, safety, serviceability, including durability under various loadings. A reliability analysis can be used to calculate the probability of reaching each LS at any time instant during the reinforced concrete structure’s service life. The objective of durability design is to keep the probability of failure throughout the planned service life below a certain requirement that depends on the consequences of failure. The LS define the conditions beyond which a specified requirement for a structure (or component) is no longer met for a certain degree of reliability [7]. Limit states are represented by LS equations, generally of the form \( g(x, t) < 0 \), where \( x \) denotes depth from surface and \( t \) time. A LS violation (or failure) occurs when an undesirable condition for the structure is reached. The probability of occurrence of a LS violation is a numerical measure of the chances of its occurrence, based on long term observations or subjective estimates.

A reliability analysis can be performed by numerical integration, Monte Carlo simulation, or using approximate methods such as First Order and Second Order Reliability Methods (FORM/SORM). The reliability analysis in this study was performed using Monte Carlo simulation. Even for the computing of small probabilities, the development of variance reduction techniques such as importance sampling, and the evolution of computing power has reduced dramatically this once very time consuming process. The theoretical description of this method is given in many references [8-10]. The numerical integration was not preferred in this case because of the large dimensionality and the complexity of this problem.

A methodology presented in [5,6] describes the development of reliability-based approaches for the durability design and service life prediction of reinforced concrete structures that combines the probabilistic determination of two LS (corrosion initiation and corrosion induced cracking) in a single analysis.

By combining initiation with propagation until cracking, the combined service life covers the period from \( t = 0 \) until the time for the first crack with a width of a minimum of 0.05 mm to appear on the surface of the concrete, thus removing the need for one of the LS. Assuming that corrosion is initiated at some time \( r \), for cracking to take place at time \( t \) the
corrosion process has to have duration of $t - \tau$. Consequently, the combined probability distribution of the time of cracking is

$$f_{i,p}(t) = \int_{-\infty}^{\infty} f_p(t-\tau | T_i = \tau) f_i(\tau) d\tau$$

(1)

where $f_{i,p} = \text{probability of failure}$; $f_p(t) = \text{probability distribution function of the propagation model}$; and $f_i(t) = \text{probability distribution function of the initiation model}$.

The start of corrosion propagation process depends on the corrosion initiation process; however the mechanisms that describe each of these processes are independent of each other. Therefore the modelling and computation of this distribution can be simplified by replacing the conditional probability density function with corresponding marginal probability distribution:

$$f_{i,p}(t) = \int_{-\infty}^{\infty} f_p(t-\tau) f_i(\tau) d\tau$$

(2)

The initiation model assumes chloride ingress starts at the time of construction ($t = 0$), and that the corrosion process starts when chloride has reached a critical threshold value at the depth of the reinforcement. Consequently,

$$f_p(t) = f_i(t) = 0 \quad \forall \ t < 0$$

(3)

allowing the integration interval to be shortened. For $t \geq 0$

$$f_{i,p}(t) = \int_{0}^{t} f_p(t-\tau) f_i(\tau) d\tau$$

(4)

A consequence of this approach is that there is no need to define a LS requirement for corrosion initiation. By combining the two LS, only one LS requirement is necessary for the outcome of the coupled calculation. Furthermore, the uncertainties related to both processes, as modelled in the probability distribution functions, are properly considered.

### 2.2 Deterioration models

A reliability analysis begins with the formulation of a LS function, which represents the performance of a structure or an element, in terms of a number of basic random variables. The model parameters are characterised by probability density functions. Even the uncertainties associated with the model and the tests used should typically be considered. It is not the intention in this study to discuss the validity of the models in question. However, to study the effect of model coupling, it is an expected assumption that the models for corrosion initiation and propagation are sufficiently validated in order to provide realistic and representative results. Conformity is checked by verifying that the specified reliability is unsurpassed in the verification of the LS function over the service life of the structure. The LS function for time to corrosion initiation is defined by:
where \( g_i(x,t) \) = LS function for corrosion initiation; \( C_{crit} \) = critical chloride content leading to depassivation [%/weight of cement]; and \( C(x,t) \) = chloride concentration at depth \( x \) and time \( t \) [%/weight of cement]; and described below.

The LS function for time to corrosion induced concrete cracking is given by:

\[
g_p(x,t) > 0 \Leftrightarrow \Delta r_{corr}(t) - \Delta r_{crack}(t_{corr}) > 0
\]  

where \( g_p(x,t) \) = LS function for corrosion induced concrete cracking; \( \Delta r_{corr} \) = increase of rebar radius due to corrosion [mm]; \( \Delta r_{crack} \) = critical increase of rebar radius due to corrosion at time of cracking [mm]; \( t_{corr} \) = time of corrosion [years]; and described below.

The designers must define the criteria for which the LS are evaluated. There is still considerable debate as to what are the appropriate values for durability related LS [11,12]. With regards to reinforcement corrosion, this is in part due to the difficulty in practice to define a precise instant when corrosion actually starts, among other aspects. Values based on experience or set by conventions are required. In this study, a probability of LS failure of 10% has been used based on values presented in literature and design guides [12]. It is not the focus of the study to determine the effect of the choice of LS criteria on the service life calculation, despite it being apparent that this would influence the outcome.

2.3 Models for time to corrosion initiation and time to first corrosion cracking

The corrosion initiation used in this study is based on the fib Model Code 2010 [13] approach, and considers the classical solution of Fick’s second law with semi-infinite boundary and constant surface concentration. This model includes a time varying apparent diffusion coefficient and considers the time of initial exposure to chlorides [14].

The model used to describe the time from corrosion initiation to first corrosion induced cracking of the concrete cover is based on research work about the influence of concrete porosity on the corrosion morphology and the mechanical behaviour of the concrete cover affected by the corrosion process. Experimental and numerical investigations allowed for the detailed analysis of the stresses, strains and the crack formation within the concrete cover. An analytical prediction model for concrete cover cracking was derived and enables the damage prediction of the time dependent process under conditions of practical relevance [3,4].

3. Sensitivity analysis of model parameters

To study the coupling of LS, and understand the effect of model parameter changes on the outcome (SL calculation), a hypothetical semi-infinite reinforced concrete wall located in a tidal/splash zone is considered. This scenario enables the use of a 1-D analysis and diffusion being the main form of chloride transport in the concrete. Service life calculations have been performed considering a concrete made with CEM III/A 42.5 R and with w/b ratio 0.55.
For all model parameters, distribution type and values used are presented in Table 1. Service life calculations are performed for a 50 year period. It is considered that after 10 years, the effect of concrete ageing is no longer felt. For the corrosion propagation model, two distinct corrosion rates, which describe the rate of dissolution of steel, were chosen to simulate a “fast” (3.0 μA/cm²) and a “slow” corrosion process (0.3 μA/cm²). Corrosion rate can be defined as well as the reduction of the reinforcement cross section over time. It is defined by a lognormal distribution (CoV = 0.3) with an average value for rebar radius reduction of 0.0035 mm/year and 0.035 mm/year for “slow” and “fast” corrosion, respectively.

The influence of corrosion initiation model parameters is well known [15], therefore the focus of this study is on corrosion propagation model parameters on the effect of LS coupling.

Table 1. Parameter distributions/values for the time to corrosion initiation model, for the time from corrosion initiation to concrete cracking model, and variations for the sensitivity analysis.

<table>
<thead>
<tr>
<th>Initiation parameters</th>
<th>Corrosion parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Param.</strong></td>
<td><strong>Units</strong></td>
</tr>
<tr>
<td>$C_{crit}$</td>
<td>%/wt.c</td>
</tr>
<tr>
<td>$C_0$</td>
<td>%/wt.c</td>
</tr>
<tr>
<td>$C_S$</td>
<td>%/wt.c</td>
</tr>
<tr>
<td>$c$</td>
<td>mm</td>
</tr>
<tr>
<td>$D_{RCM,0}$</td>
<td>$10^{-12}\cdot m^2/s$</td>
</tr>
<tr>
<td>$k_t$</td>
<td>–</td>
</tr>
<tr>
<td>$T_{ref}$</td>
<td>°C</td>
</tr>
<tr>
<td>$T_{real}$</td>
<td>°C</td>
</tr>
<tr>
<td>$n$</td>
<td>–</td>
</tr>
<tr>
<td>$t_0$</td>
<td>years</td>
</tr>
<tr>
<td>$\Delta c$</td>
<td>mm</td>
</tr>
<tr>
<td>$t_c$</td>
<td>days</td>
</tr>
<tr>
<td>$t_n$</td>
<td>years</td>
</tr>
</tbody>
</table>

Distribution types: LN – lognormal; N – Normal; B – Beta; C – Constant

where, for the corrosion initiation model: $C_{crit}$ = critical chloride concentration in the concrete [%/weight of cement]; $C_0$ = initial chloride concentration in the concrete [%/weight of cement]; $C_S$ = surface chloride concentration [%/weight of cement]; $c$ = concrete cover depth [mm]; $\Delta c$ = convection zone of concrete cover [mm]; $D_{RCM,0}$ = apparent diffusion coefficient.
The parameters varied in the sensitivity analysis have been combined as a result of their affinity (correlation). Therefore, the parameters linked to the porosity of the concrete \( p \) and \( dtz \) have been varied simultaneously, as well as the parameters representing the mechanical properties of concrete \( f_{ct}(t) \) and \( E_c \). When presenting the results, the index \( L \) indicates the use of the lower values, and the index \( H \) indicates the use of the higher values. The value \( \lambda \), which is calculated as the ratio between the volume of the corrosion product or rust (iron oxide or hydroxide) and that of elemental iron, can only vary according to the molar volumes of the chemical compounds, and is usually larger than 2.1 [16] dependent on the availability of oxygen, the presence of chlorides and the level of pH in the concrete pore solution.

### 3.1 Simulation results and discussion

The service life calculations for both individual and coupled LS models were performed with a direct Monte Carlo simulation based on 5000 determinations for each time step (\( \Delta t = 0.1 \) year). The probability density function in Eq. 4 was computed with trapezoidal numerical quadrature, as described by [17]. The results are presented in Figs. 1a – 4a for “slow” corrosion, and Figs. 1b – 4b for “fast” corrosion. The horizontal axes indicate service life in years for initiation and coupled LS (the solid curves) and the time from initiation to crack appearance, i.e. propagation (the dashed curves). Table 2 shows the results for the calculated service life durations and their respective variations as a function of the models and the varying parameters.

The service life obtained by combining the two individual service life calculations depends on both the quality of concrete and the corrosion rate. However, the quality of concrete, mostly determining the time to corrosion initiation, dominates as it is the precursor for the corrosion propagation phase. Assuming a 10% probability requirement for the LS failure for corrosion initiation, it is expected that the probability requirement for the LS failure for corrosion propagation should be lower since the consequences are more severe, and already damage inducing.
The combination of both LS should naturally be judged by the requirement for the second LS since it is the phenomenon being observed, i.e. first cracking. However, for simplicity, it is assumed for both individual LS and coupled LS, an identical value of 10% is used.

The service life obtained for the initiation model, irrespective of the reference case (slow/fast corrosion), is 21.4 years. This means that, based on the model used and the parameters chosen, it took 21.4 years for the probability, that the chloride content at the depth of the reinforcement was greater than the critical chloride content, to exceed 10%. The service lives obtained for the propagation models were 14.1 years for slow corrosion and 1.4 years for fast corrosion, respectively, from the time of initiation. This means that, based on the model used and the parameters chosen, it took 14.1 (or 1.4 for fast corrosion) years for the probability, that a crack with a width of 0.05 mm had appeared on the concrete surface due to

![Figure 1. Reference service life calculations for initiation, propagation and coupled LS, for slow corrosion (a) and fast corrosion (b).](image)

![Figure 2. Service life calculations varying $p$ and $dtz$ for initiation, propagation and coupled LS, for slow corrosion (a) and fast corrosion (b).](image)
Figure 3. Service life calculations varying $\lambda$ for initiation, propagation and coupled LS, for slow corrosion (a) and fast corrosion (b).

Figure 4. Service life calculations varying $f_{ct}$ and $E_c$ for initiation, propagation and coupled LS, for slow corrosion (a) and fast corrosion (b).

reinforcement corrosion, to exceed 10%. This effect of corrosion rate is clearly seen in Figs. 1a and 1b, where for the slow corrosion the coupled service life is extended by more than 20 years when compared to the initiation SL. In the case of fast corrosion, the increase in service life is less than 3 years. This result shows how the rate of corrosion is a crucial parameter to consider when determining the service life of a reinforced concrete structure. In situations where fast corrosion can be expected (poor concrete quality and/or aggressive environment), the propagation model does not extend the initiation phase model service life significantly. However, when slower corrosion rates are expected, this can impact positively the service life calculation by extending significantly the initiation phase model service life. In Table 2, the exact values for each service life calculation are presented. In Table 2, the reference calculation (Ref.) shows the service life obtained for the initial parameters considered. The remaining calculation present the resulting service life if a change in one or a pair of parameters is undertaken. The index L and H refer to weather the parameter has been increased (H) or decreased (L). The variation is determined in relation to the reference calculation.
When the corrosion rate is high (fast corrosion), the influence key propagation model parameters have on both the propagation model LS outcome and the coupled LS outcome is small. The maximum variation of the propagation model service life as a result of parameter changes is between 0.5 years and 1.65 years (reference = 1.4 years). The impact on the coupled service life calculation is also only marginal. The maximum variation of the coupled model service life as a result of parameter changes is between 22.0 years and 24.3 years (reference = 23.8 years). This shows that, when corrosion rate is high (fast corrosion) the influence key propagation model parameters can have on the overall service life calculation is less significant.

When the corrosion rate is low (slow corrosion), the influence key initiation model parameters have on both the propagation model LS outcome and the coupled LS outcome can be large. The maximum variation of the propagation model service life as a result of parameter changes is between 5.2 years and 16.4 years (reference = 14.1 years). While the direct effect of a change in concrete quality on the propagation phase duration is seemingly small, the impact on the coupled service life calculation is larger. As a consequence, the maximum variation of the coupled model service life as a result of parameter changes is 30 years to 46.1 years (reference = 42.9 years). This shows that, while an improvement of service life due to a better concrete quality is less noticeable, a decrease in service life can be significant, especially for the parameter $\lambda$, which depends on the presence of specific corrosion products as a consequence of the availability of oxygen among others.

Table 2. Service life durations and respective variations as a function of the models and the varying parameters.

<table>
<thead>
<tr>
<th>Models</th>
<th>Ref.</th>
<th>$p_i/dt\zeta_L$</th>
<th>$p_H/dt\zeta_H$</th>
<th>$\lambda_L$</th>
<th>$\lambda_H$</th>
<th>$\ell_{CL}/ECL$</th>
<th>$\ell_{CH}/ECH$</th>
<th>$\Delta S_{LI} (%)$</th>
<th>$\Delta S_{CLI} (y)$</th>
<th>$\Delta S_{CLI} (%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initiation (y)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Propagation slow (y)</td>
<td>14.1</td>
<td>12.1</td>
<td>16.4</td>
<td>8.2</td>
<td>5.2</td>
<td>11.7</td>
<td>14.9</td>
<td>-14.2</td>
<td>16.3</td>
<td>16.4</td>
</tr>
<tr>
<td>$\Delta S_{PROP} (%)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Propagation fast (y)</td>
<td>1.4</td>
<td>1.1</td>
<td>1.65</td>
<td>0.8</td>
<td>0.5</td>
<td>1.2</td>
<td>1.5</td>
<td>-21.4</td>
<td>17.9</td>
<td>17.9</td>
</tr>
<tr>
<td>$\Delta S_{PROP} (%)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coupled slow (y)</td>
<td>42.9</td>
<td>40.1</td>
<td>46.1</td>
<td>34.5</td>
<td>30</td>
<td>39.7</td>
<td>43.9</td>
<td>-6.5</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>$\Delta S_{CL} (%)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coupled fast (y)</td>
<td>23.8</td>
<td>23.5</td>
<td>24.3</td>
<td>22.85</td>
<td>22.0</td>
<td>23.5</td>
<td>24.0</td>
<td>-1.3</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>$\Delta S_{CL} (%)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta S_{IN} (y)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta S_{IN} (%)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These results show that, when coupling corrosion initiation and corrosion propagation, the corrosion rate has a significant influence in the extension of the SL. Cairns & Law [18] suggest that the LS for propagation could be identical to that of the initiation because the
appearance of the first crack does not affect the mechanical performance of the reinforced concrete structures. In this case, a combination of LS would always result in an extension of the service life of the reinforced concrete structures.

With regards to the criteria chosen for the LS, while assumed constant in this analysis, it must be mentioned that there is currently not enough background information to understand the consequences of certain values, and while many values are being put forward based on those used in structural design, they do not necessarily represent adequately the complexity of the deterioration mechanism and the economic consequences of LS failure. The choice of LS requirement is still relatively subjective.

4. Conclusions

This paper presents a sensitivity analysis of a probabilistic design procedure which combines the calculation of two independent LS for concrete deterioration: chloride induced corrosion initiation and corrosion induced cover cracking of concrete. By combining these two limit states, the outcome of the service life calculation is the probability of time to corrosion induced cracking, at any time starting after construction. The design procedure is exemplified for a concrete with CEM III, and for two corrosion rates (“slow” and “fast”).

Simulation results show that the corrosion rate is a major factor to consider when determining the service life of a reinforced concrete structure. In situations where fast corrosion can be expected, either due to poor concrete quality and/or an aggressive environment, the propagation model, when coupled to the initiation model, does not extend the service life calculation significantly (< 3 years for the cases studied). However, when slower corrosion rates are expected, this can impact positively the service life calculation by extending significantly the initiation phase model service life (up to almost 25 years for the given example).

Studying the effect other propagation model parameters (here: influence of porosity and mechanical properties of concrete cover) have on the service life calculation outcome, it was noticed that their impact depends on whether the corrosion rate was low or high. For high corrosion rates, other model parameters had little effect. For low corrosion rates, they could still influence significantly the outcome of the service life calculation. The effect of changing geometrical parameters, as e.g. concrete cover depth and rebar diameter, were not subject of this study.

This research has shown the benefit of using a coupled limit state analysis until the time to first corrosion induced crack to appear. The coupled limit state is of interest especially to the owners of reinforced concrete structures. Joint consideration of corrosion initiation and propagation describes the damaging mechanism more realistically and facilitates an extension of the service life of the structures. More accurate assessment of the performance capacity of the reinforced concrete structures allows better optimised resource management.
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Abstract
Cracks endanger the durability of concrete. Introducing a superabsorbent polymer (SAP) during concrete mixing can create a self-sealing and -healing construction. SAPs are able to take up aqueous solutions up to several hundred times their own weight. Bio-based SAPs starting from polysaccharides have gained increasing interest in recent years due to their biocompatibility, non-toxicity and low price. The use of pH-responsive SAPs can also be extremely useful as they should only swell more upon crack formation and less during mixing of the SAPs in the concrete. The present work describes the development and the characterization of SAPs based on methacrylated polysaccharides (alginate and chitosan) combined with pH-responsive monomers dimethylaminoethyl methacrylate (DMAEMA) and dimethylaminopropyl methacrylamide (DMAPMA). The materials exhibited a high moisture uptake capacity up to 120% of their original weight with a negligible hysteresis. The pH-responsive swelling behavior was studied in aqueous and cement filtrate solutions with a varying pH. Chitosan combined with DMAEMA or DMAPMA showed the targeted pH-responsive swelling. Chitosan combined with DMAPMA also showed a limited compression strength reduction and a promising self-sealing and -healing behavior and could thus be considered as a very interesting future solution to seal and heal cracks in concrete.

1. Introduction
Concrete is nowadays still the most important building material, mostly due to its ease of use, good mechanical and durability properties and especially due to its relatively low cost compared to other construction materials. Annually, over 10 billion tons are produced [1]. However, it has a low tensile strength. Therefore, concrete is nearly always reinforced with steel bars. This low tensile strength can lead to crack formation, which is one of the most destructive problems in concrete applications as these cracks can endanger the durability of concrete. This can lead to corrosion of the reinforcement, since a pathway for harmful...
particles dissolved in fluids and gases is generated [2]. Repairing of cracks often is performed with external techniques such as manual repair with epoxy [3], polyurethane [4], etc. The maintenance and repair with external techniques is often expensive, time-consuming and visually unattractive. These costs can even exceed half of the annual construction budget [5]. Therefore, efforts have been made by researchers to develop concrete that automatically seals and heals any cracks that may form. Standard concrete already possesses the ability to heal small cracks by deposition of calcium carbonate in a process called autogenous healing [6, 7]. Addition of superabsorbent polymers (SAPs) is a possibility to simulate the self-healing of concrete. SAPs are cross-linked polymer networks which can swell up to several hundred times their own weight in aqueous solutions. Previous work has already been performed in our research group regarding synthetic SAPs based on acrylic acid and acrylamide for self-sealing and -healing applications in concrete [8, 9]. These materials were already quite interesting for the intended application. However, they showed a severe effect on the strength upon incorporation. When these SAPs were mixed in mortar, they take up some of the added water which can subsequently be released inside the mortar during the hardening process. This leads to a higher degree of hydration and a more gradual drying, increasing the strength of the concrete and reducing the chance of cracks to manifest. However, as the SAP releases its water, it shrinks and leaves behind pores in the matrix which negatively influence the compressive strength. Which effect contributes the most depends on the water/cement ratio [10, 11]. For self-healing applications, high SAP amounts are required (up to 1% relative to cement mass). Therefore, the macropore formation becomes more critical especially when high amounts of additional water are used to compensate for the loss in workability. To minimize this effect, pH-responsive basic monomers were used here to control the swelling in such a way that the formed SAPs will almost not swell at a high pH (the pH of fresh mortar is 12.5-13), but when a crack occurs and water enters, they will swell more and do their job. In other previous work from the author, alginate biopolymers have been indicated as a high-potential and low-cost polymer for sustainable concrete repair [12]. Natural polysaccharides have the advantage of being renewable, environment-friendly and have a low cost. The current work will therefore report on the development, characterization and investigation of the self-healing potential of SAPs based on methacrylated polysaccharides combined with basic monomers.

2. Materials and methods

2.1 Materials

Sodium alginate and chitosan (used polysaccharides), methacrylic anhydride (MAAH, used for modification of the polysaccharide), sodium hydroxide (NaOH, used for creating aqueous solutions with varying pH-values), hydrochloric acid (HCl, used for creating aqueous solutions with varying pH-values), acetic acid (used to dissolve chitosan), dimethyaminoethyl methacrylate (DMAEMA, used monomer), dimethylaminopropyl methacrylamide (DMPMA, used monomer) and ammonium persulfate (APS, used initiator for polymerization) were purchased from Sigma-Aldrich.

N,N-tetramethylethylediamine (TEMED, used as activator for the polymerization) was obtained from Acros Organics.
2.2. Methacrylation and cross-linking of the polysaccharides

The reaction conditions are outlined in Table 1. The polysaccharide solution was prepared by stirring overnight. Subsequently, the MAAH was added dropwise. The reaction was left to proceed for the designated time, after which a dialysis was performed for 72 hours whilst changing the dialysis water twice per day. The resulting solution of methacrylated polysaccharide (AlgMOD or ChiMOD) was frozen and the water removed via lyophilization using a Christ freeze-dryer alpha 2-4-LSC at -85 °C and 0.37 mbar.

<table>
<thead>
<tr>
<th>Polysaccharide</th>
<th>Solvent</th>
<th>Polymer concentration [w%]</th>
<th>MAAH added [eq]</th>
<th>pH</th>
<th>Temperature</th>
<th>Stirring time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alginate</td>
<td>Milli Q</td>
<td>2.00</td>
<td>2.00</td>
<td>8</td>
<td>r.t.</td>
<td>24 h</td>
</tr>
<tr>
<td>Chitosan</td>
<td>2 v% AcOH</td>
<td>1.50</td>
<td>0.80</td>
<td>5</td>
<td>r.t.</td>
<td>3 h</td>
</tr>
</tbody>
</table>

The cross-linking reaction of the methacrylated polysaccharides with either DMAEMA or DMAPMA took place by preparing a certain amount of modified polysaccharide, monomer and TEMED in a solvent (all amounts and solution types are specified in Table 2). The mixture was placed under nitrogen atmosphere by flushing the system after which the temperature was raised if needed. Subsequently APS was added to initiate the reaction. After 24 hours, the SAP was submersed in an excess of demineralized water for 24 hours to remove unreacted products after which it was frozen and dried by lyophilization. Finally the resulting material was grinded into a powder with an A11 basic Analytical Mill.

<table>
<thead>
<tr>
<th>Polysaccharide</th>
<th>Solvent</th>
<th>Temperature [°C]</th>
<th>Polysaccharide concentration [w%]</th>
<th>Monomer conc. [w%]</th>
<th>TEMED conc. [v%]</th>
<th>APS conc. [w%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlgMOD</td>
<td>Milli Q</td>
<td>45</td>
<td>2</td>
<td>14</td>
<td>0.48</td>
<td>0.32</td>
</tr>
<tr>
<td>ChiMOD</td>
<td>6 v% AcOH</td>
<td>r.t.</td>
<td>2</td>
<td>14</td>
<td>0.96</td>
<td>0.64</td>
</tr>
</tbody>
</table>

2.3. Characterization of the synthesized SAPs

Gel fraction quantification
The gel fraction was determined by weighing a dried sample of the hydrogel directly after the cross-linking reaction before and after washing for 24 hours.

Moisture uptake measurements using dynamic vapor sorption (DVS)
Moisture uptake at 0, 30, 60, 90 and 95% RH was determined with a Cahn microbalance. Each subsequent step was initiated when a change in sample mass lower than 0.002 mg/min
was observed. The cycle continued with a desorption phase where the same sequence of RH levels was used but in reverse order.

**Determination of the swelling capacity**

0.2 g SAP ($m_{\text{SAP}}$) was added to 100 ml swelling medium ($m_0$) (i.e. demineralized water or cement slurry filtrate) and the pH was adjusted with NaOH or HCl if necessary. After 3 hours of incubation, the liquid was brought over a filter to remove the swollen hydrogel. The filtrate ($m_f$) was weighed and the swelling capacity in g absorbed water per g SAP was calculated using Equation 1:

$$S = \frac{(m_0 - m_f)}{m_{\text{SAP}}}$$  \hspace{1cm} (1)

Cement slurry filtrate was prepared by stirring ordinary Portland cement in demineralized water for three hours. The suspension was subsequently filtered to remove solid cement particles. The resulting liquid is cement slurry filtrate with a pH of approximately 12.6.

**2.4. Influence of SAP incorporation on mortar strength**

A standard mortar mixer was used to prepare mortar samples according to the EN 196-1 standard by mixing 450 g (22 w%) ordinary Portland cement (CEM I 52.5 N; 510 kg/m³) with 225 g (11 w%) water and 1350 g (67 w%) silica sand 0/2 (1530 kg/m³). On top of these amounts, 2.25 or 4.50 g SAP (ChiMOD DMAPMA) for 0.5 and 1 w% respectively and additional water to account for the water uptake of the hydrogel (based on the water uptake in cement filtrate) were added. After a curing period of 28 days, the mortar samples were tested for their flexural and compressive strength by means of a three-point-bending test followed by a compression test on the resulting halves (complying to the EN 196-1 standard) using the Walter + Bai DB 250/15 machine.

**2.5. Self-healing efficiency**

The composition of the mixtures used for measuring the self-healing efficiency can be found in Table 3. First, the cement (CEM I 52.5N), fly ash (Class F) and SAPs (except for the reference mixture) were equally distributed with a mortar mixer. Then, water and superplasticizer were added and mixed for 30s at 140 rotations per minute (rpm). The fine silica sand (M34, Sibelco) was added during the next 30s at 140 rpm. To ensure a homogenous dispersion of all components, the speed was increased for the following 30s to 285 rpm. The edges of the bowl were then scraped during 30s and the mixture was resting for a period of 60s. Subsequently, at a speed of 140 rpm, synthetic PVA microfibers (RECS 15x8, Kuraray) were slowly added during 30s. The final step was mixing for 60s at 285 rpm. Molds (160 x 40 x 10 mm³ samples) were filled with the mixture. The samples were demolded after 48h and were stored at a relative humidity of 95 ± 5% and a temperature of 20 ± 2°C until the age of 28 days. Series used within this study consisted of a minimum of 3 samples with 2 v% of PVA microfibers to induce multiple cracking.

Cracks were created in the specimens by a four-point bending test at the age of 28 days. A servo hydraulic testing system (Walter+Bai DB 250/15) ensured a displacement-controlled test (0.0015 mm/s to imitate a quasi-static load). The lower span was 140 mm and the upper loading span was 40 mm. The strain at the bottom side of the specimen was limited to 1%,
theoretically calculated from the curvature and the vertical displacement during loading. This strain is lower than the maximum possible strain upon failure of such a strain-hardening specimen, so the service cracks could be studied before opening due to pullout of the fibers. After cracking, the samples were stored in a room at 20 ± 2°C by applying wet-dry cycles (alternatingly stored in water for 12h and at a relative humidity of 60% for 12h).

After a period of 28 days of healing, the specimens were reloaded in four-point bending until failure and the regain in first-cracking strength, obtained during the first and second loading cycle, was compared [13].

### Table 3: Mortar composition of the studied mixtures.

<table>
<thead>
<tr>
<th>Sample Code</th>
<th>m% SAP</th>
<th>Cement [kg/m³]</th>
<th>Fly ash [kg/m³]</th>
<th>Sand [kg/m³]</th>
<th>Water [kg/m³]</th>
<th>Additional water [kg/m³]</th>
<th>Super-plast [kg/m³]</th>
<th>Fibers [kg/m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>0</td>
<td>608</td>
<td>608</td>
<td>426</td>
<td>365</td>
<td>12</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>ChiMOD DMAPMA</td>
<td>0.5</td>
<td>584</td>
<td>584</td>
<td>409</td>
<td>350</td>
<td>39</td>
<td>12</td>
<td>26</td>
</tr>
<tr>
<td>ChiMOD DMAPMA</td>
<td>1</td>
<td>577</td>
<td>577</td>
<td>404</td>
<td>346</td>
<td>51</td>
<td>12</td>
<td>26</td>
</tr>
</tbody>
</table>

### 3. Results and discussion

#### 3.1 Characterization performed on SAP

**Gel fraction quantification**

Gel fraction of a SAP is the percentage of dry weight that is incorporated in the polymer network. It is calculated by weighing the dried material before and after purification, where the unreacted agents and non-covalently linked oligomers are removed. It gives an indication on the efficiency of the cross-linking reaction. All measurements were performed in triplicate and the results are shown in Table 4. It could be seen that the polymers with DMAEMA showed a higher gel fraction compared to their DMAPMA counterpart. This could be explained partly because the structure of the SAPs containing DMAPMA is more brittle and as such more prone to becoming damaged during purification.

### Table 4: Gel fraction results.

<table>
<thead>
<tr>
<th>Material</th>
<th>Gel fraction</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlgMOD DMAEMA (high DS)</td>
<td>80.1</td>
<td>0.35</td>
</tr>
<tr>
<td>AlgMOD DMAPMA (high DS)</td>
<td>64.7</td>
<td>1.39</td>
</tr>
<tr>
<td>ChiMOD DMAEMA</td>
<td>64.7</td>
<td>5.01</td>
</tr>
<tr>
<td>ChiMOD DMAPMA</td>
<td>49.0</td>
<td>10.67</td>
</tr>
</tbody>
</table>

**Moisture uptake capacity of the SAPs using DVS**

To identify the behavior of the hydrogels in mortar or concrete in conditions where no direct contact with water is possible, moisture uptake capacity measurements were performed. In some applications, water cannot infiltrate into the formed cracks and only humidity from the
air can be absorbed. If this uptake capacity is high enough, these cracks could be partially sealed already.

The results are shown in Figure 1. It could be observed that the hydrogels, especially the ones containing DMAPMA have a high moisture uptake capacity (even up to 120% its own weight for ChiMOD DMAPMA). All materials showed a negligible hysteresis, which implies that all moisture initially absorbed will again desorb at equal relative humidity (RH) levels. This is advantageous as a slow desorption of this water during the curing of mortar leads to a gradual drying. This also lowers the probability of cracks to manifest during curing. In addition, this released water can lead to the deposition of CaCO₃ from dissolved Ca(OH)₂ and CO₂, which increases the self-healing of mortar.

![Figure 1: Sorption and desorption isotherms of the SAPs measured by DVS.](image)

Swelling capacity as a function of the composition of SAP

The results of the swelling capacity are shown in Figure 2 (a,b). To understand these results, a first explanation needs to be given on the pH-responsiveness of these polymers.

Alginate contains carboxylic acid groups which will become negatively charged at pH higher than its pKa (~3.5). The amine group in the basic monomers becomes positively charged at pH values lower than the pKa values (8.4 for DMAEMA and 8.9 for DMAPMA). Chitosan also contains amine groups and has a pKa ~6.5. Similar charges will repel each other and create more possibility for swelling. The swelling tests have been performed in aqueous solutions with a varying pH (pH 3, 8 and 12) to indicate the pH-responsiveness of the SAPs. Due to the combination of the carboxylic acids from alginate and the amine groups of the monomers, the SAPs (AlgMOD DMAEMA and AlgMOD DMAPMA) did swell at pH 3 (only positively charged amine groups) and at pH 12 (only negatively charged carboxylic acid groups).
groups) as seen in Figure 2b. However, an association of the positive and negative charges at pH 8 leads to a denser physically cross-linked network, with less free volume for the absorption of water. This is the opposite trend as anticipated. For that reason these SAPs will be less useful in the intended application.

Chitosan in combination with the monomers is much more promising. In this case, at a pH of 12, no amines are positively charged and a low swelling is measured. However at a pH of 8, the amines of DMAEMA or DMAPMA start to become positively charged, leading to an increased swelling. At pH 3, both the amines of the monomers and of chitosan become positively charged and lead to an even further increase of the swelling. It is evident that these are better materials to incorporate in mortar. As the swelling is similar for both materials, but the moisture uptake capacity of ChiMOD DMAPMA is much higher than ChiMOD DMAEMA, the first one will be further tested on its effect on the strength and self-sealing and -healing efficiency.

Figure 2: Swelling capacity of the SAPs. AlgMOD DMAEMA & AlgMOD DMAPMA (a), and ChiMOD DMAEMA & ChiMOD DMAPMA (b).
3.2. Influence of mortar strength upon SAP incorporation
Chosen as the best material of the above-mentioned series, ChiMOD DMAPMA has been incorporated in mortar in 2 different amounts (0.5 m% and 1 m% in function of the amount of cement) to indicate the effect on the strength. After a curing period of 28 days, the samples were tested by means of three point bending and compression strength tests (Table 5).

<table>
<thead>
<tr>
<th>Material</th>
<th>Bending strength</th>
<th>Compression strength</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Stdev</td>
</tr>
<tr>
<td>Reference</td>
<td>8.6</td>
<td>0.2</td>
</tr>
<tr>
<td>ChiMOD DMAPMA 0.5 m%</td>
<td>8.1</td>
<td>0.14</td>
</tr>
<tr>
<td>ChiMOD DMAPMA 1.0 m%</td>
<td>7.3</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Additional water was added to compensate for the absorption of mixing water by the polymers and to create mixtures showing a similar workability as the reference material with a water-to-cement ratio of 0.50 [8]. Samples containing SAPs have an effect on the strength, however this is very limited compared to addition of specific synthetic SAPs [8]. The higher the addition of SAP, the more pronounced the effect is on the strength, when using a high water-to-cement ratio [10]. Upon addition of ChiMOD DMAPMA, the bending strength decrease remains below 15% and for the compression strength below 24% (addition up to 1 m% SAP in function of the added amount of cement).

3.3. Self-healing efficiency of mortar samples by incorporation of SAPs
A different mixture was used for the self-healing efficiency as microfibers were needed to create several small cracks instead of 1 large crack. If fibers were added to the original mixture, the slump flow would not be as anticipated. Therefore this mixture was adjusted to the one as described in [13]. Due to the use of microfibers, multiple cracking was obtained. Multiple smaller cracks will make sure that enough SAPs are available for self-healing and will lead to a better autogenous healing as smaller crack widths show better healing compared to larger crack widths. In the samples with an addition of SAPs, macropores were formed during the mixing and hardening of the mortar, which could act as crack initiators [13]. This will increase the ductile behavior of the mortars. To study the self-healing capacity of the mortars with or without SAPs, the samples were cracked up to 1% strain. This was done to study the crack widths occurring during the lifetime of a structure, but not to complete failure. As the samples were stored in wet-dry cycles, a large amount of water was available for autogenous healing. To give an indication on the self-healing efficiency of the mortars, the strength regain after 28 days of self-healing was compared between the samples with and without SAP addition. However, a few things should be taken into account when comparing these results.
As can be seen in Figure 3a, there is no significant difference (p < 0.05) between the reference and mortar with ChiMOD DMAPMA (1 m% addition). When comparing the first cracking strength ($\sigma_{fc}$, Figure 3b), there is also no significant difference. However, there is a difference in the crack size distribution. Microscopy has shown that 90% of the cracks were between 1 and 47 μm for the reference and between 2 and 63 μm for ChiMOD DMAPMA 1 m%, meaning the latter would need an improved self-healing efficiency, to obtain a similar strength regain as the reference. This means that addition of 1 m% would lead to a reduced autogenous healing compared to the reference material. On the other hand, the water available in the SAPs should be used for improved autogenous healing. In literature, cracks up to 130 μm are able to close when using commercial SAPs. Here, partial recovery can be seen.

When now comparing the reference with ChiMOD DMAPMA 0.5 m%, a small increase in the strength regain was observed (however not a significant difference). $\sigma_{fc}$ was actually significantly lower than the reference material and when investigating the crack size distribution, 90% of the cracks were situated between 1 and 33 μm. The combination of smaller cracks and lower $\sigma_{fc}$, could explain the small increase (again, not significant) in the strength regain.

It could be concluded that especially an addition of 1 m% SAP induced the strongest self-healing as larger cracks needed to be sealed and in addition a similar strength regain was obtained compared to the reference mortar. However, the improvement was more limited than envisaged, mainly due to the high self-healing capacity of the reference mortar, which was a fiber reinforced cementitious composite.

Further research will focus on the functionalization of these new types of SAPs, to further improve self-healing properties without reducing the strength.

4. Conclusion

It can be concluded that bio-based pH-responsive superabsorbent polymers could be very promising for self-healing of cracks in mortar and concrete. These SAPs showed a strong moisture uptake capacity up to 120% of the original weight and a swelling capacity up to 50-
70 times their weight, especially at a lower pH. The polymers will thus not swell during the mixing process (alkaline condition), but will swell when cracking occurs and water enters the crack (neutral to acidic condition). Therefore, upon incorporation of ChiMOD DMAPMA in mortar, the samples showed only a limited strength reduction (< 24% when adding 1 m% SAP, in function of the added amount of cement). An addition of 1m% also lead to a stronger self-healing capacity compared to reference samples, although the difference was limited due to the high self-healing capacity of the reference. These results can conclude that ChiMOD DMAPMA could be a promising polymer for self-healing of cracks. Further research could be performed to further optimize these materials for an even stronger self-healing.
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Abstract

In the present study cement efficiency factor (k-value) for a Class F fly ash was determined in control and fly ash concretes with three different water/binder ratios (w/c = 0.40, 0.50 and 0.60). Fly ash replacement ratio was kept at 20% by mass of cement. The determination of k-value was based on compressive strength at 28 days age. The obtained k-values were compared to the prescribed k-value (k = 0.4) of EN 206 Standard with the compressive strength test (EN 12390-3). Water permeability specimens are still under testing. The results indicated that the prescribed k-value is unsafe for lower w/c ratios. Measured k-value can help to obtain safer values

1. Introduction

The use of mineral additions can provide many chemical and physical enhancements to the properties of concrete beside economical advantage and environmental impact. They are typically used in two ways: mixed with clinker during manufacture to obtain composite cements or directly added to concrete. Mineral additions (Type II in EN 206 Standard) have cementitious properties due to their oxide compositions. However, their cementitious capacity can be different than that of Portland cement. On the other hand, they are not cementitious in themselves but in the presence of Ca(OH)₂, they can hydrate. As a result of this, when they are used as a cement replacement material, their potential for hydration is limited to the amount of Ca(OH)₂ generated by the hydration of Portland cement.

EN 206 Concrete Standard allows the use of mineral additions as a cement replacement material. However their use is limited by the equivalent performance requirement. Cement replacement ratio should be selected properly to avoid an alteration from the strength and durability of concrete without addition.
For some mineral additions like fly ash, whose performance has been tested for years, the standard suggests a definite cement replacement ratio in order to secure the equivalent performance. Determination of the cement replacement is based on the cement efficiency factor (k-value) and the ratio of fly ash to cement.

However, the k-value prescribed in the standard is a general value. Cementing efficiency of mineral additions can significantly differ according to the type, source etc. Gruayert et al. tested much better performances for slag replacement (50, 70 and 85%) for chloride penetration. They determined k-values from the test results and compared them to the prescribed k-values in the standard (EN 206). Although, the better performance for chloride penetration, acid attack, alkali-silica reaction and sulfate attack, the performance of slag concrete was poor against carbonation [1]. Kaid et al. also found lower k-value than that of the control concrete for 20% natural pozzolan replacement, equivalent values for compressive strength, absorption and gas permeability. However, k-values against chloride attack and acid attack were more than 2 [2]. Similar result was found for carbonation resistance of 25% metakaolin replacement in concrete by San Nicolas et al. but better performance than the control concrete for gas permeability, chloride ion diffusion and long-term (one year) compressive strength [3]. However, according to study of Younsi et al., 50% fly ash replacement gives acceptable performance against carbonation attack [4]. Different tests, such as carbonation depth [5] and chloride diffusivity [5-6], were used to assess equivalent performance of concretes. Badogiannis determined the k-value for Greek kaolins by testing compressive strength at different ages and found three times higher value compared to the control concrete at 28 day [7].

In the present study, the cement efficiency of the fly ash used was measured in the laboratory. Measured and prescribed k-values was compared in terms of strength. The ratio of fly ash to cement is kept the same as the standard for all the fly ash concrete mixes (F/C = 0.33) for equivalent performance determination. Research significance of the study is based on testing the validity of the prescribed k-value for strength. Also, the advantage of using of the measured k-value will be assessed. The assessment of equivalent durability performance will be carried out by water permeability testing. Specimens for durability testing require further curing in order to eliminate the effect of hydration. Particularly for fly ash concrete can be significant. For this reason the results of water permeability are not ready and will be obtained soon.

2. Experimental Program

2.1 Materials
CEM I 42.5 R Portland cement and class f fly ash were used as binder. Two different sizes of crushed limestone aggregate were used and the maximum aggregate size was 20 mm. Two different sands were used: river sand and crushed sand. Superplasticizer was a melamine sulphonated based admixture
2.2 Concrete mixes
Three different effective water/cement ratios were used in this study: 0.40, 0.50 and 0.60 (C40, C50 and C60 respectively) for the control concrete (concrete without fly ash). For the determination of k-value, 20% fly ash replacement by mass of cement was used for mixes of 0.40, 0.50 and 0.60 water cement ratio (F40, F50 and F60 respectively).

For the equivalent testing of fly ash concretes, fly ash/cement ratio was taken as 1/3 for the prescribed mixes of 0.40, 0.50 and 0.60 water/cement ratios (Fp40, Fp50 and Fp60 respectively) and for the mixes with measured k-values (Fm40, Fm50 and Fm60). Equivalent performance was based on effective cement content by mass keeping the water content constant:

\[ C = c + k \times f \]  

\( C \): mass of effective cement  
\( c \): mass of cement in fly ash concrete  
\( f \): mass of fly ash  
\( k \): cement efficiency factor

Concrete mixes for control and 20% fly ash replaced concretes are given in Table 1.

Table 1: Concrete mixes of control and 20% fly ash replaced concretes

<table>
<thead>
<tr>
<th>kg/m³</th>
<th>water/binder ratio</th>
<th>C60</th>
<th>C50</th>
<th>C40</th>
<th>F60</th>
<th>F50</th>
<th>F40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement</td>
<td>330</td>
<td>380</td>
<td>420</td>
<td>264</td>
<td>304</td>
<td>336</td>
<td></td>
</tr>
<tr>
<td>Fly Ash</td>
<td>66</td>
<td>76</td>
<td>84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td>198</td>
<td>190</td>
<td>168</td>
<td>198</td>
<td>190</td>
<td>168</td>
<td></td>
</tr>
<tr>
<td>Aggregate, 20 mm</td>
<td>548</td>
<td>542</td>
<td>549</td>
<td>548</td>
<td>542</td>
<td>549</td>
<td></td>
</tr>
<tr>
<td>Aggregate, 10 mm</td>
<td>449</td>
<td>444</td>
<td>450</td>
<td>449</td>
<td>444</td>
<td>450</td>
<td></td>
</tr>
<tr>
<td>River sand</td>
<td>489</td>
<td>484</td>
<td>490</td>
<td>489</td>
<td>484</td>
<td>490</td>
<td></td>
</tr>
<tr>
<td>Crushed sand</td>
<td>327</td>
<td>323</td>
<td>327</td>
<td>327</td>
<td>323</td>
<td>327</td>
<td></td>
</tr>
<tr>
<td>Superplasticizer</td>
<td>1,5</td>
<td>3</td>
<td>9</td>
<td>1,5</td>
<td>3</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

2.3 Test specimens
Three cubes (150mm) for each concrete mix were tested for compressive strength testing (EN 12390-3) and the average value was used for the comparison of different mixes. Specimens were moist cured 28 days after casting.

2.4 Test procedure
First, the k-value which was determined for the fly ash used in this study. The determination of k-value is based on the Bolomey method, which is described in CEN TR 16639 (Figure 1). The relationship between strength and water/cement ratio was obtained for three different water/cement ratios (w/c = 0.40, 0.50 and 0.60). The same was obtained for fly ash concretes with 20% replacement by mass of cement. Extrapolation of the results gave two lines and equalizing line equations enabled to solve the k-value. The obtained k-values was compared with the prescribed k-value (k = 0.4) of EN 206 Standard within the equivalent concrete
performance concept. The equivalent performance was tested for the compressive strength (EN 12390-3). The determination of k-value is based 28 days testing values.

Figure 1: Determination of k-value by the use strength water/cement ratio relationship for concrete with and without fly ash

3. Results and Discussion

3.1 Determination of the k-value
The cement efficiency factor, k-value, was determined by testing compressive strength \( f_c \) of concretes at three different water/cement ratios (three different water/(cement+fly ash) ratios for fly ash concretes) after 28 days moist curing. The average of compressive strength results was shown in Fig. 2. The mix without fly ash (control) had higher \( f_c \) than that of the mix with 20% fly ash replacement at all w/b as expected. It is well known that the decrease in strength is due to the lower cement efficiency of fly ash compared to cement. However, the decrease in strength is not constant but it shows differences at different w/b ratios, which means that the cement efficiency factor (k) is a function of w/b ratio.

In order to quantify the variation of k-value as a function of w/b, linear approximation equations of \( f_c \) vs w/b ratio results for control and fly ash concretes were obtained (Figure 2.) and were set equal. Linear trendlines generally show good approximation. However the approximation fitted better to the results of fly ash concrete but it underestimates the results of control concrete at w/c = 0.50 and overestimates at other w/c ratios.

The equations for control and fly ash concretes are set equal:

\[-113.88x_1 + 111.93 = -107.88x_2 + 101.78\]  \hspace{1cm} (2)

where

\[\begin{align*}
\alpha_0 & = w/(c+a) \\
\beta_0 & = w/(c+a) \\
\sigma_0 & = w/(c+a) \\
\end{align*}\]
x₁ : water/cement ratio of control concrete, w₀
x₂ : water/cement+fly ash) of fly ash concrete, w₁

The two unknowns can be reduced by setting the equality of w₂ = w₀ (c + kf)

The solution of Eq. 2 gives the following solution for k-value:

\[
k = - \frac{0.47}{w₀} + 1.278
\]

The following results were calculated from Eq. 2.

<table>
<thead>
<tr>
<th>w₀</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.60</td>
<td>0.495</td>
</tr>
<tr>
<td>0.50</td>
<td>0.338</td>
</tr>
<tr>
<td>0.40</td>
<td>0.103</td>
</tr>
</tbody>
</table>

The results show that cement efficiency decreased as a function of w/c ratio.

![Figure 2: Compressive strength vs w/c (and c+f) with linear trendlines and their equations](image)
Concrete mixes with prescribed and measured k-values are given in Table 2

<table>
<thead>
<tr>
<th></th>
<th>kg/m³</th>
<th>Fp60</th>
<th>Fp50</th>
<th>Fp40</th>
<th>Fm60</th>
<th>Fm50</th>
<th>Fm40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement</td>
<td>291</td>
<td>335</td>
<td>371</td>
<td>283</td>
<td>342</td>
<td>406</td>
<td></td>
</tr>
<tr>
<td>Fly Ash</td>
<td>97</td>
<td>112</td>
<td>124</td>
<td>94</td>
<td>76</td>
<td>135</td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td>198</td>
<td>190</td>
<td>168</td>
<td>198</td>
<td>114</td>
<td>168</td>
<td></td>
</tr>
<tr>
<td>Aggregate, 20 mm</td>
<td>548</td>
<td>542</td>
<td>549</td>
<td>548</td>
<td>542</td>
<td>549</td>
<td></td>
</tr>
<tr>
<td>Aggregate, 10 mm</td>
<td>449</td>
<td>444</td>
<td>450</td>
<td>449</td>
<td>444</td>
<td>450</td>
<td></td>
</tr>
<tr>
<td>River sand</td>
<td>489</td>
<td>484</td>
<td>490</td>
<td>489</td>
<td>484</td>
<td>490</td>
<td></td>
</tr>
<tr>
<td>Crushed sand</td>
<td>327</td>
<td>323</td>
<td>327</td>
<td>327</td>
<td>323</td>
<td>327</td>
<td></td>
</tr>
<tr>
<td>Superplasticizer</td>
<td>1,5</td>
<td>3</td>
<td>9</td>
<td>1,5</td>
<td>3</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

3.2 Comparison of the prescribed and measured k-values
The results of compressive strength at 28 days moist curing were given in Figure 3.

Figure 3: Compressive strength of control and fly ash concretes with prescribed and measured k
The results indicate the effect of higher cement efficiency of fly ash at w/c = 0.60. For prescribed and measured k, fc is 5.5% and 4.9% higher compared to control concrete. Cement efficiency decreases with the decrease of effective water/cement ratio. At w/c = 0.50, there is a decrease of 8.1% and 7.4% for fly ash concretes with prescribed and measured k-values, respectively. The measured value was not able to compensate the decreasing cement efficiency at this w/c. At w/c = 0.40, the prescribed k-value is insufficient by 6.8% loss in fc. The measured value showed its effectiveness by 9.2% increase in fc compared to control concrete. These results show the better performance of measured k by 1.4% and 16.5% at 0.5 and 0.4 w/c ratios, respectively.

Compressive strength results can be reflected to the corresponding effective w/c by the use of the trendline equation: $f_c = -113.88w_o - 111.93$. Calculated $w_o$ values are given in Table 3. These results indicate water/cement ratio for a given compressive strength.

<table>
<thead>
<tr>
<th>Original</th>
<th>Control</th>
<th>Prescribed k</th>
<th>Measured k</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.60</td>
<td>0.61</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td>0.50</td>
<td>0.48</td>
<td>0.52</td>
<td>0.51</td>
</tr>
<tr>
<td>0.40</td>
<td>0.41</td>
<td>0.45</td>
<td>0.36</td>
</tr>
</tbody>
</table>

The first column in Table represents the calculated value by dividing mass of water to mass of cement. The second column gives the results obtained from the trendline equation. The difference between these values is due to linear approximation. However, the differences are not so high but the comparison of k-value with control must be based on the second column as it gives the real value derived from fc. The prescribed k-value led to a significant increase in effective w/c ratios (from 0.48 to 0.52 and from 0.41 to 0.45). Measured k was not able to correct the decrease at w/c = 0.50 but the improvement at w/c = 0.40 was very significant (from 0.41 to 0.36).

The results show that prescribed k-value can cause significant deviations from targeted water/cement ratio and strength. Use of measured k-values can give safer results for a given fly ash type.

4. Conclusion

Fly ash has been used as a cement replacement material for decades. Since its cement efficiency varies depending on the chemical and physical characteristics, EN 206 Standard requires the use of k-value, which can be assumed as safe for any fly ash type and concrete. However, as the results of this study emphasized, k-value is not a constant value but it changes as a function of w/c ratio. On the other hand, the prescribed k-value was shown to be significantly unsafe at lower water/cement ratios. The practical outcome of this finding is the insufficiency of the requirements for strength development and durability of fly ash concrete. A deviation of order 0.04 – 0.05 in w/c ratio corresponds to a degradation of concrete class. The degradation can be more severe depending on the characteristics of fly ash, which can lead to a serious miscalculation of the service life. Consequences on durability will be tested.
with water permeability test soon as the continuation of the present study. Measured k-value helped to remain in safe side for compressive strength at high w/c ratio. However, linear approximation caused over- and under-estimations. This difficulty can be overcome by testing concretes at additional and closer w/c ratios, by using more specimens and by selecting different fly ash/cement ratios.
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Abstract

This paper investigates the sensing capacities of piezoresistive cement-based composites loaded with carbon black particles (CB), in order to develop embedded strain sensors for service life monitoring of civil engineering structures. Several cement-based composites, containing CB in concentrations up to 10% of binder mass (wt%), were mechanically characterized and tested under cyclic uniaxial loads, registering deformation vs electrical resistivity variations. Results showed reversible piezoresistive behaviour and quasi-linear relationships between the fractional change in resistivity (FCR) and the compressive strain, for compositions with higher amounts of CB. Gage factors (GF) of 28.09 and 24.42 were found for compositions containing 7 and 10 wt%. These findings suggest that the experimented material can become a promising alternative to monitor compressive strain along the service life of concrete structures and roadways.

1. Introduction

The monitoring of civil engineering infrastructures has been a growing preoccupation during the last decades, mainly related with health or stresses/deformations control in e.g. buildings, bridges and dams, or for roadways management and logistics, which led to the arising of a new technology known as Structural Health Monitoring (SHM). It aims to control continuously the structural behaviour of a structure and several service loads, and notify the engineers about important parameters such as corrosion rate, moisture, pH, stresses, strains or cracks. This continuous knowledge is an important key-point, providing safety enhancement, maintenance control, and management assistance for infrastructures, reducing costs and preventing eventual losses with appropriate interventions. Nevertheless, the high implementation cost of SHM sensing systems in large scale infrastructures has been a bottleneck for its widespread usage.

Besides the traditional sensors (potentiometers, optic fibre, strain gauges, etc.), a new technology has been developed during the last few years based on the piezoresistivity
principle. It proposes the use of a new family of cement-based conductive composites loaded with electrically conductive additions. These composites act as sensors due to their stimulus-dependent electrical properties (e.g., resistivity, the inverse parameter of the electrical conductivity) [1]. Piezoresistivity is the property that defines the dependence of the electrical resistivity of a certain material to its deformation. The resistivity depends on the spatial distribution of the conductive additive particles in the composite. In fact, the closer these are disposed, the easier the current can flow through the material. Therefore, the compression of a cement-based composite element can be associated with an electrical conductivity increase.

Cement-based composites can be used to replace other conventional building materials or to fabricate small sensors to be integrated in an infrastructure [2], being usually called as cement-based self-sensors (CBSS) or piezoresistive cement-based strain sensors (PCSS). Any change in a certain element, whether e.g., deformation, temperature or moisture, leads to a change in its electrical properties. This is the working principle of conventional sensors. The measurement of the variation of a certain property is done based on the variation of an easily measurable electrical parameter (e.g., voltage or current) and knowing the relationship between both. Thus, a concrete element can become a sensor of itself simply by including materials which make it partially conductive. This is an interesting monitoring alternative, with its main advantages being better mechanical properties, a high sensing ability, better compatibility with the infrastructure, reduced maintenance cost and a life span similar to the infrastructure itself.

The first proposition of intelligent concretes and piezoresistive cement-based materials dates back to 1993 with D. Chung [3], when carbon fibres (CF) were used to increase the conductivity of cement pastes. Electrical resistivity was found to be strain-dependent under compressive loading, besides identifying additional flexural and axial strength improvement, freeze-thaw durability and drying shrinkage reduction. Subsequent studies have been made using CF [4-11], carbon nanotubes (CNT) [4, 12-14], steel fibres (SF) [15-17] and carbon black [10, 18-22] for structural applications or roads monitoring [23]. CB particles demonstrated some advantages for SHM applications when compared with other conductive additions, emphasizing their lower cost. Notwithstanding, only few works have been found dealing with the addition of CB without the presence of any other conductive component. Thus, based on previous preliminary experiments [19], the purpose of this work is to further study the piezoresistive response of cement-based specimens, containing different amounts of CB when subjected to cyclic compressive loads and ultimately provide a practicable strain sensor material for long-term service monitoring.

2. Methods
2.1 PCSS Preparation
The materials used to build the PCSS were ordinary Portland cement 32.5N, carbon black type N330, polycarboxylate polymer-based superplasticizer (Sika AG), fine sand (<1mm) and copper plates which worked as electrodes.

Five different compositions were experimented, varying the amount of CB in function of the volume of aggregates (v.a.). Hence, the compositions studied were: without CB (CB0), with 1%v.a. (CB1), with 4%v.a. (CB4), with 7%v.a. (CB7) and with 10%v.a. (CB10). Such values
correspond to amounts of CB of 0, 1.03, 4.12, 7.20 and 10.29%, respectively, relatively to the binder mass. The water/cement relation was 0.5 in weight, for all the compositions and the cement/aggregate ratio was initially 1:3 in volume, for the reference composition CB0. The superplasticizer was used in amounts from 0% to 3% of mass of cement, thus compensating the lack of the necessary water for the correct cement hydration, caused by the CB particles and maintaining the workability level.

Carbon black is composed of small primary spheroidal particles, with the diameters of the N330 type being approximately 120nm. Their homogeneous dispersion in a mixture is a key point to reach an optimized tunnelling effect [18]. Several dispersion techniques were already studied and can be found in the literature [13, 14, 24-28]. Dispersion steps may, however, introduce foreign substances (e.g. surfactants) thereby altering the raw material. In this study, we aimed to study the integration of the CB in its as-received status so no steps were taken to disperse the particles.

Prismatic samples were casted (40x40x160mm) and cured for 28 days (Figure 1), at room temperature of 20 °C and >95% humidity. The resistivity measurements were based on the four electrodes method [9, 29]. The specimens were dried in oven at 60°C for 2 days before the experiments. This was to eliminate undesirable moisture on the electrical conduction of the PCSS and thereby simplify the interpretation of the present primary experiments. In fact, it is well known that moisture as a great influence in the electrical conduction composite materials. Studies showed that the polarization phenomenon [30] strengthens from certain values of moisture level, leading to inaccurate resistivity readings. Nonetheless, some experiments have been done in order to eliminate this effect, mainly based on epoxy-based resins coatings [15, 20].

2.2 Piezoresistivity Testing
The piezoresistivity of the CBSS was studied using cyclic loads, recording simultaneously the resistivity and the axial deformation. The resistivity $\rho(t)$ is calculated along the time

![Figure 1. Set of the 9 CB7 samples after casting.](image)
combining the 1st and 2nd Ohm laws, obtaining the equation 1.

\[ \rho(t) = \frac{U(t)A}{I(t)l} \]

where \( U(t) \) is the potential difference across the inner electrodes, \( I(t) \) is the current measured between the outer electrodes, \( A \) is the contact area between the electrodes and the material and \( l \) is the spacing between the inner electrodes. Figure 2 represents the resistivity measurement principle, the geometrical parameters and electrodes disposition.

Figure 2. Representation of the resistivity measurement principle and the geometrical parameters of the PCSS.

First, a potential difference of 12V was applied through the outer electrodes using a DC power supply. The loading was then applied in two different steps. Initially, a 2kN load was maintained constant until reaching the stabilization of the resistivity. Then, a cyclic load was applied with amplitudes of 15kN, at a rate of 250N.s\(^{-1}\). The resistivity variation was continuously monitored during the essay using a data acquisition device and the axial deformation measured with a 25mm 120\(^{\circ}\) strain gauge. Figure 3a shows the implemented setup.

3. Results and Discussion
3.1 Mechanical Properties

Compressive and 3-point bending tests were carried out in order to characterize the various compositions in terms of strength. Figures 4a and 4b show the obtained compressive and tensile strengths after 14 and 28 days. Each point corresponds to the mean value of 3 essays.

As expected, the compressive and tensile strengths increase with the curing time (with an exception registered in the tensile strength of CB7). The maximum compressive strength was obtained for the composition CB4, which means that the addition of carbon black increases the compressive strength of the CBSS but only until 4 wt\%. This effect was already reported in the literature [31] and it is associated with a first filling of some capillaries, leading to a higher strength. However, past this threshold, the mechanical benefits start to wane due to the
overload of CB particles and their adsorption on the surface of cement, affecting the hydration process and reducing the strength of the composite.

Figure 3. Experimental set-up used to perform the piezoresistive essays.

Figure 4. Results of the ultimate strength tests carried for: a) compression; b) tension.

3.2 Piezoresistive Properties

Piezoresistive essays were carried out for all the compositions. Notwithstanding, only the compositions CB7 and CB10 demonstrated piezoresistive behaviour and are thus analysed in the document. Figures 5 and 6 depict variations of the fractional change in resistivity (FCR, see equation 4) for the CB7 and CB10 PCSS, respectively, under cyclic compressive loading. Table 1 summarizes the results in terms of initial electrical resistance ($R_i$), initial resistivity ($\rho_0$), piezoresistivity behaviour with maximum FCR, the gauge factor (GF) and sensitivity, which relates the variation of the FCR and the axial stress (as per equation 5).

$$FCR = \frac{\rho(t) - \rho_0}{\rho_0}$$  \hspace{1cm} (4)

$$sensitivity = \frac{FCR}{\Delta\sigma}$$  \hspace{1cm} (5)
Table 1. Some electrical and piezoresistive properties of the 5 compositions tested.

<table>
<thead>
<tr>
<th>Composition</th>
<th>$R_i$ (Ω)</th>
<th>$\rho_i$ (Ω.m)</th>
<th>max. FCR (%)</th>
<th>GF</th>
<th>Sensivity (%/MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB7</td>
<td>14294.94</td>
<td>214.42</td>
<td>2.68</td>
<td>28.09</td>
<td>0.286</td>
</tr>
<tr>
<td>CB10</td>
<td>302.54</td>
<td>4.54</td>
<td>1.61</td>
<td>24.42</td>
<td>0.172</td>
</tr>
</tbody>
</table>

The plots in figures 5a and 6a, show that the FCR decreases reversibly upon loading and increases reversibly upon unloading, almost linearly, allowing to establish easy relationships between deformation and resistivity. The repeatability of the piezoresistive behaviour can be evaluated in figures 5b and 6b which consist in a strain vs resistivity plot of all the loading cycles, with the superposition of the strain vs resistivity paths. Both showed a good repeatability and global linearity with satisfactory values of $R^2$. Notwithstanding, CB10 showed a better precision with a narrowest scatter distribution and a better linearity, despite of a lower gage factor and sensitivity value.
Looking at both cyclic load results, the FCR value is not exactly returning to zero together with the deformation at the end of the cycles, once the sensors get unloaded, as expected. Such can be associated to insufficient time given for the electrical resistance stabilization before the next essay or to an electrodes contact resistance variation during the experiments.

4. Conclusions
This work investigated the addition of carbon black particles in cement-based materials with the purpose to develop a piezoresistive self-sensing material, to be embedded in civil engineering structures. The present experiments established piezoresistive compositions and allowed to understand how the carbon black inclusion influences the mechanical and electrical behaviour of a cement-based material. Carbon black was loaded in different amounts from 0 to 10 wt% and both mechanical and piezoresistive tests were carried out. It was verified that CB additions up to 4 wt% are favourable to enhance mechanical resistance, whilst amounts between 7 and 10 wt% provided better piezoresistive abilities. Quasi-linear relations were found between the axial deformation and the FCR. These findings suggest that the experimented materials can become promising alternatives for monitoring compressive strain in concrete structures and roadways.
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Abstract
Physical and mechanical properties of cement-based materials are directly linked to their microstructure. In recent years, different microstructure modelling platforms have emerged (e.g., HMYOSTRUC, CEMHYD3D and µic) which simulate the evolution of the microstructure of cement paste during hydration. These microstructures can be utilized to obtain physical and mechanical properties. However, due to underlying assumptions in these models, morphologically different microstructures (different pore connectivity, pore size and percolation thresholds) are obtained from these platforms for the same water-cement ratio and cement composition. The question then arises whether the estimations of properties of cement paste using these microstructures is reliable or not. In this paper we discuss issues related to achieving reliable predictions of the transport properties using microstructures generated from these platforms.

1. Introduction

Since the early dawn of material science of cement-based materials, efforts have been laid to link the microstructure features to properties of cement paste [1]. Further, increasing understanding of the hydration process has led to the development of different microstructure modelling platforms in last few decades [2]. These modelling platforms, provides a microstructure of a cement paste for a given degree or time of hydration using some basic input parameters. The initial purpose of these models was to obtain the evolution of the microstructure taking into account the reactions at the cement particle level as a starting point, and considering the effects of particle size distribution, chemical composition of cement paste, water-cement ratio (w/c) and curing on hydration. However, the output microstructures have other potential applications. For instance, these microstructures can serve as input to determine physical and mechanical properties of cement paste either analytically or by computational homogenization which involves solving of governing
physics equation through the microstructure. The advantage of such an approach is that, from a set of basic input parameters; one can predict the properties of cement paste at different stages of hydration. However, it should be noted that the properties of cement pastes obtained in this way is a “by product” of these hydration models. Hence series of question arises, such as: Are these microstructures representative for the actual cement paste morphology? Can reliable predictions of properties be achieved from these microstructures? And if so, what are further conceptual assumptions required to achieve these predictions? In this paper, discussion is put forward with regards to these questions for the prediction of transport properties from the microstructures generated using these platforms. Transport properties are of prime importance with regards to the durability and service life predictions of concrete structures. First a brief overview on microstructure modelling platforms and discussion on morphological differences in the microstructures generated using these platforms is presented. Thereafter, a discussion with regards to the prediction of transport properties from the generated microstructures is presented.

2. Microstructure modelling platforms for cement paste

Based on the conceptual assumption used for the representation of cement particles, the microstructure models can be classified as vector-based or lattice-based approaches [2]. In the vector-based approach, the cement particles are represented as spheres. The hydration products are assumed to grow concentrically around the cement particles. Dissolution of cement particles leads to decrease in the radii of cement particle and similarly precipitation of hydration products leads to increase in radii of hydration layers around the cement particle. Additional phases, such as portlandite, grow spherically from initially defined nuclei in such models. Well-known vector based microstructure models are HYMOSTRUC [3–5] and μc [6]. In the lattice-based approach, a 3D cement paste microstructure is digitized on a uniform cubic lattice and each volume element (voxel) is assigned a certain material (e.g., water-filled pores, clinker phase, etc). Two well-known lattice based models are CEMHYD3D [7] and HydratiCA [8]. In CEMHYD3D, changes to the microstructure are simulated through a set of rules which are used to mimic the dissolution of solids, diffusion of dissolved species according to a random walk algorithm, and nucleation and growth of hydration products such as portlandite and C-S-H gel. HydratiCA is a reactive transport model based on kinetic cellular automation and it directly simulates transport of ions, dissolution and growth of mineral phases, complexation reactions at surface and nucleation of new phases by considering chemical thermodynamics.

Due to the underlying differences in conceptualization, microstructures generated from these platforms can differ substantially in terms of pore connectivity even for the same fraction of capillary pores. Fig. 1 shows the fraction of connected pores for a given capillary porosity for microstructures generated using CEMHYD3D (a voxel based approach) and HYMOSTRUC (a vector based approach) for different w/c (cement composition as of Bejaoui et al. [9]). It should be noted that this computation of percolation thresholds has been carried out using the resolution of microstructure as 1 μm. In case of CEMHYD3D, capillary pores are deporcolated at capillary porosities smaller than approximately 18%, whereas, for HYMOSTRUC, capillary pores remain connected even at very low capillary porosity. The reason for the high percolation threshold for the microstructures generated using
CEMHYD3D is the more dispersed pore space generated by CEMHYD3D compared to HYMOSTRUC (see Fig. 2). Thus in case of CEMHYD3D, at capillary porosity below 18% C-S-H would be the dominant pathway for transport, whereas, in case of HYMOSTRUC capillary pores are always the dominant pathway. A percolation threshold at a capillary porosity of about 18% is supported by experimental measurements of permeability by Powers [1] and electric conductivity measurements of frozen cement paste using impedance spectroscopy by Olson et al. [10]. For transport properties such as permeability, the capillary pore diameter can also play a significant role. Fig. 2 shows that for a similar pore fraction, pore space geometry varies extensively for microstructures generated using HYMOSTRUC and CEMHYD3D. As a result, pore throats and diameters also differ for both models. Ye [11] has found a good agreement for the pore size distribution between HYMOSTRUC generated microstructures and SEM images. Thus not all the morphological features are correctly represented in both the hydration model and accuracy of predictions of transport property from these microstructures depend on whether the morphological features governing a specific transport property are correctly represented or not.

Fig. 1 Fraction of connected capillary pores as a function of capillary porosity for different w/c. Microstructure resolution is 1μm (CEM-I cement with composition of Bejaoui et al. [9]).

Fig. 2 Pore space generated using (a) HYMOSTRUC and (b) CEMHYD3D for a capillary porosity of about 14% for a w/c =0.45 (CEM-I cement with composition of Bejaoui et al. [9]).
3. Obtaining transport properties from virtual cement paste microstructures

In order to obtain the transport properties using computational homogenization from virtual cement paste microstructures generated using these modelling platforms, one needs to solve the governing field equations on the microstructure of a representative size. For cement paste, microstructure of a cubic volume of 100 μm$^3$ is usually considered as representative [13,14]. The appropriate resolution of the virtual microstructures is a critical parameter as percolation threshold and capillary porosity depend on the resolution of the microstructure [15,16]. However, for this size of microstructure and considering computational constraints to obtain transport properties, simulations are usually carried out with resolution of microstructure as 1μm [12,17–21]. Only capillary pores are resolved at this resolution. Hence, an additional conceptualization is required to consider the transport through the gel pores which consists of considering cement paste as an multilevel porous system with (i) C-S-H represented as a continuum porous phase through which transport can occur, (ii) capillary pores with transport properties of pore fluid, and (iii) solid phases such as unhydrated cement particles, portlandite, etc., through which transport do not occur.

Recently, the authors have developed an approach to predict the diffusivity from virtual microstructures [12]. In this approach, the mass transport equation (Fick’s law) is solved using a lattice Boltzmann method. Additionally, an analytical model based on continuum-micromechanics theory has been developed to obtain the diffusivity of the C-S-H phase. In this approach, at lowest level (Level II) two types of C-S-H phases are considered viz., high density C-S-H (HD C-S-H) and low density C-S-H (LD C-S-H). Both HD C-S-H and LD C-S-H are made of the same elementary solid phase but LD C-S-H has additional porosity which can be accessed by nitrogen during BET experiments. It has been considered in the
model that transport of ion and tracers only occurs through this nitrogen-accessible porosity. However, all C-S-H pores contribute to transport in case of electric resistivity. This results in a higher relative diffusivity measurements using electric resistivity techniques compared to other techniques [22]. At Level I, HD C-S-H are considered as spherical inclusions in a matrix of LD C-S-H as HD C-S-H is formed in a later stage during hydration. Diffusivity at each level is estimated using the differential effective media theory.

Fig. 4 (b) shows the results obtained using the developed approach for experimental data of Bejaoui et al. [9]. The diffusivity predicted by HYMOSTRUC is always higher compared to CEMHYD3D and differences are larger for porosity smaller than 25%. This is due to differences in the morphology of microstructures generated from these platforms. As discussed previously, capillary pores in the CEMHYD3D model are depercolated below 18% capillary porosity, which is consistent with experimental data. As a consequence, below 18% capillary porosity, C-S-H phase which has few order lower diffusivity as compared to capillary pores is as dominant diffusing phase. A detailed comparison with a wide range of experimental data has been previously carried out by the authors [12]. It was found that with the proposed approach around 48% and 80% of the predictions using CEMHYD3D generated microstructures for through-diffusion/electro-migration and electric resistivity data, respectively fall within factor 2-bounds. This is better compared to the existing analytical models. For discussion on performance of existing analytical models refer to [22].

For water permeability (referred here as permeability), C-S-H phase is usually considered as non-permeable due to its very low permeability [21,23,24]. Recently, Zalzale et al. [25] treated C-S-H as a permeable phase while computing permeability from microstructures generated using μic. They found that it is essential to consider C-S-H as a permeable phase in
case of very low porosities. Zhang et al. [21] tried to estimate permeability using HMYOSTRUC generated microstructures. They obtained good agreement for permeability for capillary porosity higher than 20%. However, at low porosity large deviations were observed between experiments and predictions. Zalzale et al. [23] compared the estimates of permeability obtained from microstructures generated using μic and CEMHYD3D. They observed that at high capillary porosity good agreement is observed between μic and CEMHYD3D generated microstructures. However, at low differences up to several orders of difference are observed between μic and CEMHYD3D generated microstructures with μic generated microstructures giving lower value closer to experiments compared to CEMHYD3D. The result of these analysis are quite surprising as at lower porosity one would expect that in case of CEMHYD3D generated microstructures capillary pores are depercolated, whereas, μic being vector based model capillary pores would still be percolated. As a consequence, CEMHYD3D generated microstructures should have lower permeability. It should be noted that their results are plagued with the diagonal leak error arising from lattice Boltzmann method which have a large influence at low porosity, giving higher permeability than actual at lower porosity. At present there are no comprehensive studies comparing permeability obtained from microstructures generated using different platforms and experiments. One of the issues is that there exist several orders of differences between permeability values from different experimental techniques. Zalzale et al. [25] suggested that a main issue in comparing results with different experimental techniques is a difference in saturation degree which result in large variation in magnitude of permeability measured by these techniques. Recently, Phung et al. [26] has developed a constant flow permeability setup for measuring water permeability of cement paste which can ensure that permeability is measured at complete saturation. This technique is a fast and more reliable method for measuring water permeability and can be used in future to carryout comparison with predictions from microstructures.

4. Conclusions

While the microstructure modelling platforms may provide accurate estimates of the evolution of hydration degree and microstructure phase fractions, the microstructures generated from them vary substantially. Not all features are correctly captured in any particular microstructure modelling platforms. The reliability of prediction of transport properties from microstructures generated using microstructure modelling platforms depends on whether a morphological feature governing a given transport process is correctly captured in the microstructure. For instance, in case of diffusivity, the capillary porosity at which depercolation occurs is important as below that point, the major transport pathway is through the C-S-H phase. This feature is correctly captured in microstructures generated using CEMHYD3D and therefore better predictions are achieved with CEMHYD3D generated microstructures compared to HMYOSTRUC. In case of permeability, other morphological features such as pore size distribution and surface area in addition to percolation threshold needs to be correctly represented. However, till date, a comprehensive study comparing the performance of different microstructure modelling platforms to predict permeability does not exist. An important issue is that the experimental value of permeability varies substantially from one experimental setup to another.
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MEASURING THE INFLUENCE OF TEMPERATURE ON ELECTRICAL PROPERTIES OF CONCRETE

Alex Coyle (1), Robert Spragg (1,2), Armen Amirkhanian (1), Jason Weiss (1)

(1) Oregon State University, Corvallis, Oregon
(2) Purdue University, West Lafayette, Indiana

Abstract

Electrical measurements are becoming a popular method to examine transport properties of concrete due to their ability to be performed rapidly and their ease of use. Previous work has shown that specimen geometry, temperature, and storage conditions influence electrical readings. As such, caution must be taken when correlating such readings with transport properties. It is important to correct these factors so that measurements more accurately describe the material. The work presented in this paper looks specifically at the role temperature of the specimen play in resistivity measurements. This is done by cycling samples through a temperature range and developing corrections characterizing their behavior. A normalized formation factor is proposed to describe transport through the microstructure. This allows for the determination of a transport property that can be used for service life prediction. The work is currently being developed as a part of a nation-wide project aimed at investigating the possibility of moving towards performance based specifications.

1. Introduction

Measurement of the electrical properties of concrete is a practical, rapid, nondestructive method used to study transport properties in concrete. Prior research has shown that measurements of resistivity are affected by factors including pore solution [1]-[3], testing temperature [4]-[7], conditioning [3], [6], [8], and degree of saturation [9]-[12]. Resistivity measurements can be used to determine the formation factor, which is a numerical parameter that describes the volumes and connectivity of the pore network [13]-[16] and has been related to ionic transport properties [10], [11], [17].

In general, resistivity measurements of porous material can be described in Equation 1:
\[ \rho = \rho_0 \cdot \frac{1}{\phi \beta} = \rho_0 \cdot F \]  

(1)

where \( \rho \) is the total bulk resistivity, \( \rho_0 \) is the resistivity of pore solution, \( \phi \) is the fluid filled porosity, \( \beta \) is the connectivity of the pores, and \( F \) is the formation factor. The formation factor can be calculated by dividing the bulk resistivity by the resistivity of the pore solution [11].

The measured resistivity, discussed in the next section, is highly dependent on testing temperature, e.g. [4], [6], [18], [19]. This work will discuss an activation energy based correction for resistivity measurements, utilizing a tabletop temperature cycling system [18]. This is an improvement over previous methodologies, as it allows the operator to start and finish the test with the value needed for a correction [20]. This work is conducted as part of a multi-state study, and the data gathered here will be used to inform the development of a standard test method [21].

2. Background

Previous literature has shown that an activation energy based relationship can be developed to account for the influence of temperature on the measured resistivity, e.g. [4], [22], shown in Equation 2.

\[ \frac{\rho_{T,ref}}{\rho} = \exp \left[ -\frac{E_{a,cond}}{R} \left( \frac{1}{T} - \frac{1}{T_{ref}} \right) \right] \]  

(2)

Where \( \rho_{T,ref} \) is the resistivity at temperature \( T_{ref} \), \( \rho \) is the measured resistivity at temperature \( T \), \( E_{a,cond} \) is the activation energy of conduction, \( R \) is the universal gas constant, \( T \) is the temperature of the measured sample in K, and \( T_{ref} \) is the reference temperature, typically 23 °C = 296 K. It should be noted that the activation energy of conduction represents only the influence of the temperature at the time of test and as such, it differs from the activation energy of hydration which describes the role of temperature on the hydration process [6].

Previous research evaluated the \( E_{a,cond} \) for a variety of different ages, and found that after approximately 7 days a sufficient extent of hydration has occurred and the value does not change appreciably [8]. This study will evaluate the specimens at an age of 180 days.

3. Testing Procedure

The specimens used in this study were standard 4” x 8” (~102 x 204 mm) concrete cylinders made from various pavement and bridge deck mixtures from across the United States. Mixtures in this study include various straight cement, binary, and ternary mixtures, and unless otherwise noted cementitious materials were each batched separately. The water-to-cementitious ratio (w/cm) and cementitious materials content are summarized in Table 1 and unless noted cement and supplementary materials were batched separately.
Table 1: Summary of the paste portion of the mixture designs, with Mixture ID noting the cement, fly ash, slag, and ternary mixtures.

<table>
<thead>
<tr>
<th>Mixture ID</th>
<th>w/cm</th>
<th>Water (kg/m³)</th>
<th>Cement (kg/m³)</th>
<th>Fly Ash (kg/m³)</th>
<th>Slag (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-1</td>
<td>0.42</td>
<td>141</td>
<td>335</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C-2</td>
<td>0.41</td>
<td>185</td>
<td>390</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FA-1</td>
<td>0.40</td>
<td>135</td>
<td>335*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FA-2</td>
<td>0.37</td>
<td>154</td>
<td>332</td>
<td>82</td>
<td>-</td>
</tr>
<tr>
<td>FA-3</td>
<td>0.42</td>
<td>144</td>
<td>273</td>
<td>68</td>
<td>-</td>
</tr>
<tr>
<td>FA-4</td>
<td>0.39</td>
<td>122</td>
<td>248</td>
<td>62</td>
<td>-</td>
</tr>
<tr>
<td>FA-5</td>
<td>0.45</td>
<td>143</td>
<td>279</td>
<td>43</td>
<td>-</td>
</tr>
<tr>
<td>S-1</td>
<td>0.43</td>
<td>141</td>
<td>247</td>
<td>-</td>
<td>82</td>
</tr>
<tr>
<td>Ter-1</td>
<td>0.40</td>
<td>125</td>
<td>262†</td>
<td>66</td>
<td>-</td>
</tr>
</tbody>
</table>

* denotes an ASTM C595 IP(25) cement [23]
† denotes an ASTM C595 IS(20) cement [23]

As part of the multi-laboratory study, the specimens were prepared at different laboratories and shipped to the testing lab at Oregon State University. Specimens were sealed and cured in a sealed condition by placing the concrete into double 6 mil (~0.15mm) thickness plastic bags until the beginning of the test. The testing for temperature correction discussed here was conducted at an age of 180 d.

The procedure described here continuously measures the resistivity of the sample while the temperature of specimen is varied from 5 °C to 30 °C. A diagram of the testing apparatus can be seen in Figure 1, which is a similar setup as that used by [18]. This setup has the ability to use a full standard concrete cylinder.

![Diagram of Testing Apparatus](image)

Figure 1: Diagram of Testing Apparatus, not shown is the 18 gauge wire used to connect the nickel coating electrode to the resistivity meter and the plastic wrap placed on the concrete cylinder to prevent excessive drying during the testing period.
A 4” x 8” (102 mm x 204 mm) sample was prepared by applying a conductive nickel coating at the top and bottom of the sample. Surfaces were scarified with a 20 grit concrete sanding block to ensure proper adhesion between the concrete surfaces and the coating. This nickel coating forms the electrodes as typically seen in uniaxial concrete measurements. The nickel coating electrodes are connected to the resistivity meter using 18 gauge copper wire. The top and bottom surfaces are then covered with aluminum tape to ensure sufficient contact with the wire and electrode as well as to prevent moisture loss from evaporation. Additionally, thin plastic is wrapped around the exposed sides to prevent moisture loss as the test is performed. Type T thermocouples with an accuracy of ±0.713 °C [24] were placed at the bottom, top and middle thirds of the sample to continuously monitor measurements of the temperature. The temperature of the sample is controlled by a thermoelectric cold plate. A thermally conductive pad (ThermaCool TC3008™) is placed in-between the cold plate and the sample to ensure appropriate thermal connection between the plate and the sample as well as to protect the cold plate from abrasion. The sample is isolated from the exterior environment through the use of aluminum shrouding which is connected to the cold plate. The aluminum shrouding is surrounded by R-10 insulating foam board. This promotes unidirectional cooling and heating. A preliminary test was performed where a hole was drilled and a thermocouple was place inside. It showed that the temperature inside the sample and the temperature at the surface were nearly identical.

Two types of resistivity meters were used to track the resistivity of the specimen. The Giatec RCON2™ applies an AC current at a frequency of 1000 Hz and measures total impedance and phase angle. The Proceq Resipod Resistivity Meter, set in its uniaxial configuration, also applies an AC current but with a frequency of 40 Hz and measures total impedance. Once the testing apparatus is prepared, the data acquisition software measures resistance and temperature at a frequency of 0.1 Hz. Initially, the cold plate is set to allow the sample to equilibrate to 5°C. The sample temperature is then raised at a set rate of 0.6 °C / h. The average specimen temperature was determined as the average of the top three thermocouples, as the temperature measured by the bottom thermocouple is more representative of the cold plate temperature. The heating rate was chosen to minimize thermal gradients in the specimen. It should be noted that during the test the testing device stays in a temperature controlled environment at 23°C.

Resistivity of the specimen is determined by using the real component of impedance, determined by multiplying the cosine of the phase angle and the measured total impedance, and then multiplied by the geometry factor. The geometry factor for the uniaxial test used in this study is simply the ratio of cross-sectional area to length. [6]

4. Results and Discussion

The activation energy of conduction, $E_{\alpha-cond}$, is a single parameter that can be used in an exponential, Arrhenius-type correction for resistivity measurements. The $E_{\alpha-cond}$ can be calculated from the slope of the best fit line for a figure of the natural log of resistivity versus the inverse of the absolute temperature, as shown in Figure 2. The slope of the best fit line is then multiplied by the universal gas constant ($R=8.314 \text{ J/(K·mol)}$) to determine $E_{\alpha-cond}$. 
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Using the measured resistivity at 23 °C and the $E_{a\text{-cond}}$ determined as described above, the resistivity of the concrete sample at any temperature can be estimated. An example is shown in Figure 3 for mixture FA-5, with the other mixtures showing similar results. It can be observed that the correction of the temperature following the activation energy concept provides data that is similar to that which was experimentally measured.

Values for $E_{a\text{-cond}}$ were determined for all of the mixtures in this study, and the results are shown in Table 2. Results indicate an average value of 27.4 kJ/mol.
Table 2: Activation energies of conduction for each of the mixtures in this study.

<table>
<thead>
<tr>
<th>Mixture ID</th>
<th>$E_{a\text{-cond}}$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-1</td>
<td>25.1</td>
</tr>
<tr>
<td>C-2</td>
<td>25.4</td>
</tr>
<tr>
<td>FA-1</td>
<td>32.2</td>
</tr>
<tr>
<td>FA-2</td>
<td>25.9</td>
</tr>
<tr>
<td>FA-3</td>
<td>31.4</td>
</tr>
<tr>
<td>FA-4</td>
<td>25.9</td>
</tr>
<tr>
<td>FA-5</td>
<td>27.5</td>
</tr>
<tr>
<td>S-1</td>
<td>28.8</td>
</tr>
<tr>
<td>Ter-1</td>
<td>24.8</td>
</tr>
<tr>
<td>AVG</td>
<td>27.4</td>
</tr>
<tr>
<td>SD</td>
<td>2.8</td>
</tr>
</tbody>
</table>

As most of the conduction occurs through the pore solution, a relationship was investigated between $E_{a\text{-cond}}$ and the pore solution. The pore solution properties, specifically the ionic strength, was estimated based upon the mixture designs and alkali contents of the cementitious materials, using the pore solution calculator developed by NIST, available at http://concrete.nist.gov/poresolncalc.html [25]. Figure 4 shows that a higher pore solution ionic strength, which corresponds to a higher concentration pore solution or a lower pore solution resistivity, in general shows a lower activation energy. The relationship of higher ionic strength to lower activation energy of conduction has been reported previously for extracted pore solutions as well [26]. A linear fit is shown to help guide the eye, as well as symbols for the different types of mixtures. With a larger data set, this correlation could potentially help to estimate $E_{a\text{-cond}}$ based upon the pore solution properties.

Figure 4: Activation energy of conduction versus pore solution molar strength shows the general trend that mixtures with high concentration pore solutions showed a lower temperature sensitivity, i.e. a lower $E_{a\text{-cond}}$. 
Figure 5: Experimental results showing resistivity versus average specimen temperature for the mixtures in this study, overlaid with the temperature correction fit based on the average activation energy of conduction.

One objective of this work is to evaluate the possibility of a single value of $E_{a\text{-}cond}$ being used as a temperature correction for a wide range of mixture compositions. While that evaluation is still being conducted, Figure 5 shows data from each of the mixtures used in this study. It can be seen that when the normalized resistivity, $\rho/\rho_{\text{ref}}$, is plotted against temperature the Arrhenius function captures the general trend of the data. The data points are overlaid with a temperature correction based upon the average $E_{a\text{-}cond}$ of 27.9. A reasonable agreement is noted, suggesting that a single value of $E_{a\text{-}cond}$ could be used for sealed samples using the standard deviation noted in Table 2. Future work may however show estimating $E_{a\text{-}cond}$ based on pore solution concentration to be more suitable.

5. Ongoing Work

Additional testing will be performed on these samples to determine the role that degree of saturation has in terms of activation energy. For this testing, specimen will be saturated using a 7 torr vacuum level [27], and the $E_{a\text{-}cond}$ will be evaluated as the specimen loses moisture. Preliminary analysis of the C-1 samples shows that activation energy can change by approximately 20% as the specimen moves from a sealed state to a saturated state. This is expected as although the pore solution may become more diluted, the effect of filling in the pores will increase the conductive volume and connectivity enough that resistivity measurements are less affected by temperature. This behavior has been noted by previous researchers [6], [28].
6. Conclusions

This paper presented a methodology to determine the activation energy of conduction, \( E_{a\text{--}\text{cond}} \), based upon a continuously monitored electrical resistivity setup that incorporates a thermoelectric cold plate. This method demonstrates potential for use in determining a temperature correction for resistivity measurements. The method simply requires a standard test cylinder to be placed into the apparatus, and monitored with a resistivity meter and thermocouple.

The \( E_{a\text{--}\text{cond}} \) was calculated for a wide range of mixtures in their sealed state, and results indicate that an average value of 27.9 provides reasonable agreement with all of the mixtures in this study. These mixtures were made using a wide variety of constituent materials that ranged from \( w/cm = 0.37 \) to 0.45 with Type I OPC cements, to ternary blends including fly ash and slag cement. A correlation between \( E_{a\text{--}\text{cond}} \) and pore solution ionic strength was noticed with systems of a higher ionic strength, i.e. higher concentration, typically having lower values of \( E_{a\text{--}\text{cond}} \). Furthermore, ongoing work with these samples demonstrates a value that can vary more than 20 \% as the mixture goes from sealed to a saturated state.
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Abstract

In this paper a multispecies transfer model is used to simulate the chloride profile in unsaturated concrete. Particularly, this model takes into account the electrical double layer (EDL) occurring at the interface between a pore wall and a pore solution. The obtained numerical simulations show that the chloride profile is mainly affected by the two main parameters of EDL i.e: the zeta potential and the pore diameter. The overlapping of EDL occurs when the pore diameter is smaller than 3nm and the zeta potential is around 30mV. The simulations also show that the composition of concrete affects the evolution of the chloride profile. Among the tested concretes, the one containing slag shows an overlapping of EDL greater than ordinary Portland concrete or concrete made with fly ash. This result could be explained by the ferrous ions of slag which affect the ionic strength of the pore solution as well as by the finer pore size distribution of such materials.

1. Introduction

One of the most important causes of degradation of concrete structures is the corrosion of steel reinforcement which is due mainly either to chloride ingress in the sea side areas or to carbonation process. In the case of chloride ingress, when the chloride concentration reached the threshold value, the corrosion of steel began until the macroscopic degradation of the structure according to Tuutis’s model [1]. Consequently, the service life of the structures is reduced.

To predict correctly the chloride ingress and hence the service life, it is important to take into account in the chloride transfer model, the main chemical and physical phenomena’s occurring in cement based materials [2-6] such as the chloride chemical binding, the activity of pore solution, the electrostatic interaction between the ions contained in the pore solution and the electrical double layer (EDL) which is known under ‘electrocapillary effect’ [7]
To our knowledge, the studies dealing with the EDL effect on chloride transport from a quantitative point of view, mainly in unsaturated concrete, are few. So the aim of this research is to highlight the EDL effect in unsaturated concrete submitted to chloride ingress coupled to wetting-drying cycles. To reach this purpose, we should combine ions and humidity transports with the EDL effect at a macroscopic scale. Simulations of chlorides profiles in concretes containing fly ash and slag were carried out in order to show the effect of the sign of EDL and the drying-wetting cycles on chloride ingress.

2. Description Electrical double layer (EDL) phenomenon

In order to understand the EDL effect, we just give a brief description of this phenomenon. More details are given in [7-11].

The Stern model (figure 1) [12] is generally adopted to describe EDL phenomenon. At the interface between the pore walls (cement matrix) and the pore solution, ions are physically adsorbed by Van der Waal’s forces. An ionic imbalance is then established, but the bulk remains in equilibrium.

The interface is structured in two parts, a diffuse layer and a compact layer: the two parts form an electrical double layer. The compact layer is made of solvated ions, adsorbed at the surface. The potential in the EDL is due to the ionic imbalance following Poisson’s equation.
At the compact layer, the potential is known as “the zeta potential” and can be measured by a zetameter. The extension of the potential occurs on a distance called “Debye length” which depends on the temperature, the ionic concentration of the bulk solution and its dielectric permittivity. In this paper, we consider a microstructure with a single pore which can be schematically represented by two parallel flat plates distant from d which is considered as the pore diameter. In this case, two diffuse layers are positioned face to face and overlap when the pore diameter is close to Debye length.

3. Physical modeling: coupled transfer ions and humidity

In this section, we summarize the physical modeling used in this study. This modelling combines ions and humidity transfer. First, for the ionic transfer the classical equation of Nernst-Planck extended to unsaturated transport is used:

\[
\frac{\partial (WK_{\pm}C_{i})}{\partial t} + (1 - \epsilon) \frac{\partial C_{i}}{\partial t} + \text{div}
\left(-D_{i}\text{WK}_{\pm}\text{grad}(C_{i}) - \frac{D_{i}}{RT}WK_{\pm}C_{i}\text{grad}\Psi\right)
\]

(1)

Where \( K_{+} \) and \( K_{-} \) are two coefficients which express the EDL effect on cation and anion fluxes, respectively.

\( \epsilon \) is porosity of the material, \( W \) is water content. \( C_{i} \) is the concentration of chemical species contained in the pore solution. \( \Psi \) is the electrical potential in the pore solution. \( D_{i} \) is the diffusion coefficient of the species \( i \) and \( Z_{i} \) is its valence. \( F \) is the Faraday’s constant, \( R \) is the gas constant and \( T \) is the temperature.

In the pore solution, the ions interact with each other, producing an electrostatic potential \( \Psi \) which can be generated from the Eq.(1) in the case of a natural diffusion (current density equal to zero):

\[
\nabla \Psi = -\frac{\sum_{i=1}^{n}D_{i}K_{\pm}C_{i}\rho_{ib}W\nabla C_{ib}}{RT}\sum_{i=1}^{n}Z_{i}WK_{\pm}C_{ib} - \frac{F}{RT}\sum_{i=1}^{n}D_{i}K_{\pm}C_{i}\rho_{ib}^{2}\nabla C_{ib}
\]

(2)

\[
K_{+} = \frac{A(xd)^{2}}{1 - ABkd + A(xd)^{2}} + \frac{1 + Z}{2} \frac{2q}{FdC_{pc}}
\]

(3)

\[
K_{-} = K_{+} - \frac{2q}{FdC_{pc}}
\]

(4)

where \( A \) and \( B \) are the two parameters which depend on the zeta potential \( \zeta \) and the pore diameter \( d \), the concentration of the bulk \( C_{pc} \) and on the surface density charge \( q \) [7, 11].
We can note that EDL affects the transport through the coefficients $K_{\pm}$ which depend on both the pore structure (pore diameter $d$) and potential zeta (see Eq.3).

For the humidity transfer, the main assumptions considered are:
- The liquid phase constituted by water. The gas phase make up of dry air and steam.
- The pressures in these two phases are respectively noted $p_w$ and $p_a$.
- The gravity effect is negligible.

The balance equations for each phase both liquid ($w$), (water vapor) ($v$) and air ($a$) are:

$$
\frac{\partial [p_w W]}{\partial t} = -\text{div}(\rho_w v_w) - m \tag{5}
$$

$$
\frac{\partial [\rho_v (\epsilon - W)]}{\partial t} = -\text{div}(D_{va} \text{grad}(\rho_v)) + m \tag{6}
$$

$$
\frac{\partial [\rho_a (\epsilon_a - W)]}{\partial t} = -\text{div}(D_{va} \text{grad}(\rho_a)) \tag{7}
$$

Where $\rho_w$, $\rho_v$, and $\rho_a$ are respectively the densities of water, vapor and air. Equations (8) and (9) give respectively the velocity of liquid phase and the capillary pressure.

$$
V_w = -\frac{K_i K_{ri}}{P_l} \text{grad}(P_l) \tag{8}
$$

$$
P_c = P_a - P_l \tag{9}
$$

For capillary pressure calculation, we consider the GAB model, modified by Bazant [13-14]:

$$
P_c = -\frac{\rho_w RT}{M_w} \ln \left( \alpha_c + \frac{1}{2} \sqrt{\beta_c + \gamma_c \frac{\epsilon}{W}} \right) \tag{10}
$$

$\alpha_c$, $\beta_c$, $\gamma_c$ are the parameters which depend on the material properties [15].

$K_i, K_{ri}, \mu_i$ are respectively the intrinsic permeability, relative permeability and the density of water.

$D_{va}$ is the vapor diffusion coefficient in concrete and can be expressed by:

$$
D_{va} = 2.17 \times 10^{-5} \left( \frac{T}{T_{ref}} \right)^{1.08} \times f_{res} \tag{11}
$$

$T, T_{ref}$ are respectively the temperature of the concrete and the reference one.

$f_{res}$ is the tortuosity factor which depends on the water content and porosity according to Milligton model [16].

The sum of equations (6) and (7) gives:

$$
\frac{\partial W}{\partial t} - \text{div}(D_{w} \text{grad}(W)) = 0 \tag{12}
$$
\(D_w\) is the water diffusion coefficient written as:

\[
D_w = \frac{K \gamma_{H_2O} \frac{\partial \rho_x}{\partial x}}{\mu_1} + \frac{D_{va} \frac{\partial \rho_x}{\partial W}}{\rho_w \partial W}
\]  

(13)

4. Numerical simulations and discussion

The model of ionic and humidity transport is described by the partial differential Eq.1 and Eq.12. These equations are solved numerically in the one-dimensional case by using volume finite method with an explicit scheme. For the simulations, a cubic concrete sample with 5cm of thickness is considered. Only one side is exposed to a saline solution (500 mol/l), this concentration is chosen in order to simulate sea water.

The simulations of chloride profile were carried out in 4 types of concrete: the concrete reference (CR) manufactured with ordinary cement (CEM I), 3 others concrete where the ordinary cement is substituted by 30% (CS30) and 75% (CS75) of blast furnace slag and by 30% of fly ash (CA30). The main characteristics of these concretes are summarized in table 1 and full details are given in [14].

Table 1: Characteristics of the used materials

<table>
<thead>
<tr>
<th>Concrete</th>
<th>CR</th>
<th>CS30</th>
<th>CS75</th>
<th>CA30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravel 6/10 (kg/m³)</td>
<td>1012.7</td>
<td>1077.4</td>
<td>1037.1</td>
<td>1048.2</td>
</tr>
<tr>
<td>Sand (0/4) (kg/m³)</td>
<td>855</td>
<td>848.3</td>
<td>816.5</td>
<td>824.5</td>
</tr>
<tr>
<td>CEM I 52.5 (kg/m³)</td>
<td>330</td>
<td>218.7</td>
<td>102.8</td>
<td>241.1</td>
</tr>
<tr>
<td>Slag (kg/m³)</td>
<td>-</td>
<td>93.7</td>
<td>309.6</td>
<td>-</td>
</tr>
<tr>
<td>Fly ash (kg/m³)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>103.3</td>
</tr>
<tr>
<td>Water (kg/m³)</td>
<td>198</td>
<td>181</td>
<td>170</td>
<td>182.1</td>
</tr>
<tr>
<td>W/C</td>
<td>0.6</td>
<td>0.63</td>
<td>0.44</td>
<td>0.57</td>
</tr>
<tr>
<td>Pore diameter (d_{nm})</td>
<td>95.6</td>
<td>21.1</td>
<td>3</td>
<td>120.7</td>
</tr>
<tr>
<td>Diffusion Coefficient (x(10^{-12}) m²/s)</td>
<td>12.5</td>
<td>7.2</td>
<td>1.4</td>
<td>6.2</td>
</tr>
<tr>
<td>Water porosity (%)</td>
<td>15.9</td>
<td>17.5</td>
<td>14.3</td>
<td>16.5</td>
</tr>
</tbody>
</table>

Figures (2-5) show the chloride profile obtained for the four concretes. The simulations are performed for 1 year. We have to note that the EDL effect is greater in the case of saturated concrete comparatively to an unsaturated one. This is due to the continuity of the liquid phase in the first case (saturated concrete) and the EDL occurs only in the liquid phase. Also, according to the table 1, the pore diameter of concrete containing slag (CS75) is 3nm, in such condition the overlapping of EDL is higher.
The simulations show also that the positive EDL affects the chloride profile more than the negative EDL. This result would be explained by the high ionic strength mainly for concrete containing 75% of slag which releases in the pore solution ferrous ions Fe$^{2+}$.

![Figure 2: Chloride profile of concrete Ref](image1)

![Figure 3: Chloride profile of concrete CS75](image2)

![Figure 4: Chloride profile of concrete CA30](image3)
The two main parameters of EDL are the zeta potential and the pore size (pore diameter d). In order to show the sensitivity of the model according to a set of parameters, we simulated the profile of chloride ions for 3 values of zeta potential and pore diameters. Figure 6 shows that chloride concentration is inversely proportional to the pore diameter. The EDL effect is greater when the pore diameter is close to Debye length (3nm). Any variation of the pore size leads to a significant change of chloride concentration. This explains the weak effect of EDL for the concretes CR, CA30.

The simulations were carried out for a short-term (1 year). Therefore, the chloride ingress did not exceed 10mm. The ionic diffusion coefficients of the tested concretes are also weak (see the Table1). In such conditions, the chloride ingress is slow.

Concerning the zeta potential effect, figure 7 shows that the chloride profile increases with the zeta potential. This is due to the fact that the overlapping of EDL within a pore is related to the intensity of physical adsorption which is strongly linked to the zeta potential.
5. Conclusions

The effect of electrical double layer (EDL) on chloride transport in unsaturated concretes is studied in this paper. We can highlight the following results:

- The chloride concentration is linked to the two parameters of electrical double layer zeta potential and pore diameter. However when the pore diameter is greater than the Debye length, the EDL effect becomes insignificant.

- The EDL occurred mainly in the liquid phase, so its effect is higher in such condition (saturated material). The variation of chloride concentration depends also on saturation degree. Thus, if the drying is strong (high gas permeability), the chloride concentration increases in the pore solution.

- The EDL effect is stronger in the concrete containing slag than in those manufactured with fly ash. This is due to the ferrous ions of slag which increases the ionic strength of the pore solution.
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Abstract
The initiation of corrosion-induced cracks, often running parallel to the reinforcement, becomes a turning point in the service life of a reinforced concrete (RC) structure as they promote increased corrosion rates, thus accelerating the degradation process of the structure. Compared to plain concrete, fibre reinforced concrete (FRC) provides additional confinement to the reinforcement, which has been reported to delay or even prevent the appearance of mechanically induced splitting cracks. In this study, an experimental programme has been carried out to investigate the influence of fibres on the onset of corrosion-induced splitting cracks. Cylindrical lollipop specimens with a centrally positioned Ø16 mm bar and varying cover depths from 40 to 64 mm were subjected to accelerated corrosion. A constant current of 100 \( \mu \text{A/cm}^2 \) was impressed through the specimens and the electrical resistance between each rebar and an external copper mesh acting as cathode was monitored. Crack initiation, determined from a drop in electrical resistance, and confirmed by visual inspection, revealed that fibre reinforcement may delay corrosion-induced cracks, an effect that was more noticeable for reduced \( c/\Omega \) ratios, featuring up to 50% higher corrosion levels at crack initiation compared to plain concrete.

1. Introduction
Corrosion of reinforcement is one of the main causes leading to the premature deterioration of reinforced concrete (RC) structures with the consequent reduction of their service life. In advanced stages of the corrosion process, the accumulation of corrosion products at the steel-concrete interface induces splitting stresses at the concrete cover. If the corrosion does not cease, the stress level may eventually reach the tensile strength of the concrete and cracking of the cover will occur. Corrosion-induced cracks are typically longitudinal cracks running along the reinforcement. This type of cracks have been reported to accelerate the corrosion rate of reinforcement [1] and might result in spalling of the concrete cover. Thus, they are
especially harmful for the integrity of the structure and potentially dangerous as concrete pieces can fall off.

Similar to the mechanism of corrosion-induced cracking, the normal bond stresses arising when rebars are subjected to large slips may induce longitudinal cracks along the concrete cover, which are known to severely affect the bond of reinforcement due to the loss of confinement and are often called bond-splitting cracks. Several studies aimed at investigating the influence of fibres on bond of reinforcement in RC tie-elements, see e.g. [2], [3], reported an enhanced control of such splitting cracks when fibre reinforcement was incorporated.

Research focused on the effect of fibre reinforcement on corrosion-induced cracks is sparse. Hybrid fibre reinforced concrete (HyFRC), i.e. concrete incorporating a combination of fibres featuring different sizes and materials, proved to be effective in suppressing crack formation in specimens subjected to accelerated corrosion with an impressed current of 1 mA/cm² for 48 h [4]. In that study, however, a relatively high fibre dosage (1.5% vol.) was needed to obtain a concrete exhibiting strain hardening. In another study [5], the role of fibres in controlling crack initiation and reducing bond degradation was experimentally investigated for synthetic fibres added at low dosages (0.15 to 0.30 % vol.). Results from that study showed a delay in crack initiation for increasing fibre dosage in terms of the number of exposure cycles needed to observe cracking. However, none of the aforementioned studies determined the actual steel loss needed to cause corrosion-induced cracking.

The present study aimed at understanding how the addition of steel fibre reinforcement at low dosages might influence the onset of splitting cracks induced by accumulation of corrosion products around an embedded rebar. In particular, the actual steel loss necessary to induce cracking was investigated as a function of the cover to bar diameter ratio. The results presented here are part of a larger experimental programme currently ongoing in which the effect of fibre reinforcement on the residual bond capacity of corroded bars will be investigated.

2. Experiments

For the assessment of crack initiation, experiments were conducted including a total of 30 specimens which can be divided into two groups: (i) specimens corroded until crack detection, here referred to as low corrosion, which are the main focus of this paper and (ii) specimens corroded beyond cracking, here referred to as high corrosion. The nomenclature of the specimens consists of three letters. The first letter indicates the type of concrete, either plain concrete (P) or fibre reinforced concrete (F). When referring to the concrete mixes alone, the abbreviations PC or FRC will be used, respectively, in the following. The remaining two letters indicate the relative size of the specimen, Small (S), Medium (M) or Large (L) and the corrosion level, either Low corrosion (L) or High corrosion (H). Tab. 1 summarizes the details of the experimental programme.
Table 1: Experimental programme. (Number of specimens in brackets)

<table>
<thead>
<tr>
<th>c/Ø ratio</th>
<th>PC</th>
<th>FRC</th>
<th>PC</th>
<th>FRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>PSL (3)</td>
<td>FSL (3)</td>
<td>PSH (3)</td>
<td>FSH (3)</td>
</tr>
<tr>
<td>3.25</td>
<td>PML (3)</td>
<td>FML (3)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4.0</td>
<td>PLL (3)</td>
<td>FLL (3)</td>
<td>PLH (3)</td>
<td>FLH (3)</td>
</tr>
</tbody>
</table>

*Estimated steel loss based on Faraday’s Law

2.1 Specimen geometry and materials

The specimens designed for the present study were cylinders reinforced with a single Ø16 mm ribbed bar at the centre, which stuck out from one of the circular sides, also known as “lollipop” specimens. The cylindrical shape of the specimens and the position of the rebar in the centre were chosen to obtain uniformly distributed corrosion around the rebar and to prevent preferential cracking directions. The cylinders featured a total height of 100 mm while the rebar was partially encased into a PVC tube, thus providing an effective embedment length of 70 mm. Three different concrete cover to bar diameter ratios (c/Ø) were investigated, namely 2.5, 3.25 and 4, corresponding to cover depths of 40, 52 and 64 mm, respectively. These cover depths comply with the specifications included in current design codes for reinforced concrete structures exposed to a variety of aggressive environments. Fig. 1 presents the specimens geometry.

A self-compacting concrete mix with a water to cement ratio (w/c) of 0.47 was prepared to cast all the specimens. The same mix composition was used to prepare both the plain and the steel fibre reinforced concrete, except for minor variations in the aggregate content to incorporate the fibres. To promote a fast corrosion initiation, 4% sodium chloride by weight of cement was incorporated into the mix. Tab. 2 shows the detailed concrete composition.
Table 2: Concrete mix proportions, kg/m³

<table>
<thead>
<tr>
<th>Component</th>
<th>PC</th>
<th>FRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement (CEM I 42.5N SR 3 MH/LA)</td>
<td>360</td>
<td>360</td>
</tr>
<tr>
<td>Limestone filler (Limus 40)</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>Fine aggregate (sand 0/4)</td>
<td>718</td>
<td>711</td>
</tr>
<tr>
<td>Coarse aggregate (crushed 5/16)</td>
<td>987</td>
<td>977</td>
</tr>
<tr>
<td>Effective water</td>
<td>169</td>
<td>169</td>
</tr>
<tr>
<td>Superplasticizer – Glenium 51/18</td>
<td>5.4</td>
<td>6.48</td>
</tr>
<tr>
<td>Air entrainer – MicroAir 105</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>Sodium Chloride (NaCl)</td>
<td>14.4</td>
<td>14.4</td>
</tr>
<tr>
<td>Steel – Dramix 65/35-BN</td>
<td>-</td>
<td>40</td>
</tr>
</tbody>
</table>

The compressive cube strength, $f_{cm}$, and the splitting tensile strength, $f_{ctm}$, were assessed for both mixes 28 days after casting through material tests. The former was tested on 100 mm cubes according to [6] while the latter was tested in accordance to [7] on 150 mm cubes. A summary of the material properties is presented in Tab. 3.

Table 3: Compressive and splitting tensile strength, in MPa

<table>
<thead>
<tr>
<th>$f_{cm}$ (cube)</th>
<th>$f_{ctm}$</th>
<th>Avg.</th>
<th>Std. Dev</th>
<th>Avg.</th>
<th>Std. Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>56.0</td>
<td>1.3</td>
<td>4.2</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>FRC</td>
<td>52.5</td>
<td>0.3</td>
<td>4.6</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>

All the specimens of the same concrete mix were cast in a single batch and were demoulded 24 h after casting. Subsequently, the reference specimens were cured in potable water whereas the remainder, the specimens designated to undergo accelerated corrosion, were cured in 3.5% NaCl solution, all of them at a constant temperature of 22 °C.

2.2 Experimental setup

Accelerated corrosion tests were carried out in order to hasten the rate of steel dissolution, thus shortening the time necessary to observe corrosion-induced splitting cracks on the concrete cover, which otherwise could take place over a period of months or years. Since detecting the onset of splitting cracks was the main objective of these tests, a specific setup was conceived.
The specimens were introduced into plastic buckets with the reinforcement bar passing through a hole centrally bored at the bottom of the bucket. Silicone was applied at the cylinder surface in order to create a water-tight seal between the specimen and the bucket. A 1 mm thick copper wire mesh, spanning the entire height of the cylinders, was fastened around each specimen using rubber bands. After a 24 h period during which the silicone was left to harden, the buckets were filled with 3.5% NaCl solution, setting the water level about 2 cm below the top of the cylinders. In Fig. 2, the setup of the accelerated corrosion tests is illustrated.

Leads were attached to the reinforcement bar, acting as the anode, and to the copper mesh, acting as the cathode, to connect them to the positive and negative terminals of a power source, respectively. It has been reported in the literature [8] that current densities above 350 \( \mu A/cm^2 \) may result in deviation of test conditions from a natural corrosion process. Therefore, a steady DC current equal to 3.52 mA was impressed through each specimen which, based on the exposed steel area of embedded rebar, was equivalent to a current density of 100 \( \mu A/cm^2 \). The electrical resistance of each specimen was monitored during the entire duration of the accelerated corrosion tests to determine the point in time when corrosion-induced cracking initiated. The potential between each cathode and the positive terminal of the power source was measured and recorded hourly using a data logger. The electrical resistance was calculated, according to Ohm’s law, from each individual potential divided by the current intensity passing through the specimen.

In addition to electrical resistance measurements, visual confirmation of the first crack appearance was sought-after. Despite cracks were not easily detectable on the lateral sides of the cylinder due to the copper mesh, the configuration shown in Fig. 2 enabled easy access to the top surface of the specimens on which cracking was likely to be earliest detectable.

Once the accelerated corrosion procedure was completed, the reinforcement bars were extracted and cleaned for gravimetric steel loss measurements. Corrosion products were chemically removed according to ASTM recommendations [9] by repeated immersion of the bars in a solution of hydrochloric acid and urotropine. The corrosion level was calculated for each reinforcing bar assuming that the measured steel loss was concentrated on the 70 mm bar length embedded in the concrete, according to Eq. 1:
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\[ v = \frac{M_0 - M_f}{L_e \cdot A_s \cdot \rho} \cdot 100 \]  

(1)

where \( v \) is the corrosion level in %, \( L_e \) is the embedded length equal to 70 mm, \( A_s \) is the nominal cross-sectional area of the bar equal to 201 mm\(^2\), \( \rho \) is the density of steel equal to 7.85 g/cm\(^3\) and \( M_0 \) and \( M_f \) is the steel weight of the bar before and after the accelerated corrosion, respectively.

3. Results and discussion

Corrosion-induced cracks, which facilitate the transport of ions through concrete, usually result in a sudden drop of the concrete’s electrical resistance. Ideally, such phenomenon could be used as a criterion to determine crack initiation. In practice, if cracks are below a certain threshold, the change in transport properties is very limited and the loss of electrical resistance might not be significant.

The electrical resistance of concrete is, furthermore, influenced by numerous factors, e.g. the temperature, the degree of saturation, the chemical composition of the pore solution, etc., while measurements may also be affected by small perturbations in the impressed current. The result is that the development of electrical resistance in time, when observed locally, may continuously fluctuate. Consequently, the specimens in the low corrosion series underwent accelerated corrosion until a crack was visually detected, meaning that the corrosion level assessed by gravimetric methods exceeded the actual corrosion level at crack initiation by a certain amount.

In order to determine the corrosion level at crack initiation, electrical resistance results are presented versus the corrosion level based on the steel loss measured at the end of the tests and assuming a linear dependence between time and mass loss. This assumption was based on Faraday’s law, provided that a constant corrosion rate was enforced through the impressed current. Fig. 3 presents the variation of the electrical resistance monitored during the time period of the accelerated corrosion procedure for each specimen in the low corrosion series. For comparison purposes, in Fig. 4, the variation of the electrical resistance versus corrosion time is presented during the initial 40 days for specimens in the high corrosion series, which are still subjected to accelerated corrosion.

As observed, the electrical resistance generally followed a similar pattern in all cases: after an initial drop, it increased and remained rather stable, until it finally decreased again. Crack initiation was determined as the moment when electrical resistance started decreasing with no subsequent significant increase, which is indicated in Fig. 3 and Fig. 4 by arrows. The crack initiation results are summarized in Fig. 5, in which the effect of varying the \( c/\Omega \) ratio and the effect of fibres can be interpreted.
Figure 3: Electrical resistance measurements for Low corrosion specimens. Crack initiation is indicated by arrows.
It is clear from Fig. 5 that the $c/\varnothing$ ratio played an important role in delaying crack initiation, which based on Fig. 5(a) seemed to keep an almost linear relationship with the corrosion level required to induce cracking. Note that the specimens in the FML group exhibited an unexpectedly low corrosion level, even lower than that of the specimens with smaller dimensions. Consequently, they were considered as outliers but are included here for completeness. The addition of steel fibres at 0.5% vol. also showed a beneficial effect in terms of delayed corrosion-induced cracks although this effect seemed to be dependent on the $c/\varnothing$ ratio. For the smallest specimen size, fibres had a significant impact, which decreased as the $c/\varnothing$ ratio increased. This was likewise observed in Fig. 5(b) for the high corrosion series. This size dependent effect was attributed to differences in how cracks propagated in the various size specimens, more gradually in small specimens allowing a greater contribution of the fibres and more suddenly in large specimens due to higher built-up internal pressure. This finding is corroborated by the electrical resistance evolution curves, in Fig. 3 and particularly in Fig. 4, which show a larger sudden drop for large $c/\varnothing$ ratios and a smoother transition for small $c/\varnothing$ ratios.

Figure 4: Electrical resistance measurements for High corrosion specimens. Crack initiation is indicated by arrows.
Figure 5: Crack initiation determined from corrosion level (a) and from corrosion time (b). *FML specimens yielded results in contradiction with the general trend shown by the remaining specimens.

It is also noteworthy that the initial range of electrical resistance in Fig. 3 and Fig. 4 showed no significant difference for plain and fibre reinforced concrete. This suggests that steel fibres were not conducting current under the applied DC field, hence the resistivity of FRC remained unchanged, a result that contradicts resistivity measurements carried out under AC [10].

A closer look to the embedded fibres, once the specimens had been split to extract the reinforcing bar, revealed that fibres were generally free of any signs of corrosion despite mixing 4% NaCl by weight of cement in the concrete and placing the specimens in 3.5% NaCl solution. This observation supports previous research indicating that steel fibres have higher resistance to chloride induced corrosion in concrete than steel reinforcement [11]. Nevertheless, some fibres located near the reinforcing bar presented evidences of light corrosion as shown in Fig. 6. Local defects, corrosion-induced cracks or a locally altered chloride-rich environment near the rebar promoted by ion migration under the applied DC field, might have been factors impairing the corrosion resistance of the observed corroded fibres.

Figure 6: Example of embedded fibres located near the rebar revealing light corrosion.
4. Conclusions

In this study experiments were carried out to determine the influence of adding 0.5% vol. steel fibres into concrete on initiation of corrosion-induced cracks in conventionally reinforced specimens. The results showed that fibres had a beneficial effect in terms of delayed crack initiation, which was more evident for small $c/\theta$ ratios. This was attributed to a change in crack propagation from sudden for large cover, to gradual for small cover. Although fibres did not suppress cracking, it is argued that they would limit the crack width and prevent cover spalling at later stages. The experiments also revealed that steel fibres did not decrease the electrical resistivity of concrete based on the measured electrical resistance. The high corrosion resistance of steel fibres was confirmed by the lack of corrosion signs in the vast majority of embedded fibres.
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Abstract
Internal curing by means of superabsorbent polymers (SAPs) is an effectively method to decrease the self-desiccation of high performance concrete. This paper focus on the water release process of SAPs in cement pastes at early age, which is an important aspect to understand the effectiveness of internal curing. In this paper, cement pastes with SAP were broken, and the particle sizes of the SAP were observed, at certain time intervals, meanwhile, the water release process was analyzed, according to the variation of the particle size of the SAPs. The results show that the SAPs starts to release water before initial setting, and, there’s no obviously interspace between the SAP and cement matrix before final setting. Furthermore, the diameter of the SAPs becomes to be smaller than that of the surrounding pore, about 1h after final setting.

1. Introduction
High performance concrete (HPC) with low water to cement ratio (w/c) has been widely used in the world. However, a related issue in HPC with a low w/c is that of self-desiccation [1], which results in a considerable autogenous shrinkage. Internal curing by means of superabsorbent polymers (SAPs) that firstly proposed by Jensen and Hansen [2, 3] has been proved to be effectively to mitigate the self-desiccation as well as autogenous shrinkage HPC [4].
In general, the mechanisms of SAPs are as follows: SAPs adsorb water during the mixing of concrete. Thereafter, with hydration of the cement, the SAPs progressively releases its adsorption water, which migrates to the surrounding matrix. The migrated water inhibits the self-desiccation and decrease the autogenous shrinkage of HPC. Therefore, the water release process of the SAPs is an important aspect to understand the effectiveness of internal curing. In practical, the adsorption capacity of the SAPs in the paste needs to be studied, in order to characterize this process. Some methods have been applied for the determination of
absorbency of SAPs in the liquid (e.g., [5-7]). However, there is still lack of relationship of adsorption capacity of the SAPs in the paste and in solution. Tritic et al [8] applied neutron tomography to characterize the water adsorption/release of the SAPs in a cement paste with a w/c of 0.25 during the first day of hydration. In his study, the SAP particles was about 2 mm in the swollen state, which was much larger than the dimensions of the SAP that commonly used for internal curing. Furthermore, image analysis of the cross-section was used to determine the adsorption capacity in hardened cementitious paste (e.g., [9]). This method can only be implemented when the paste has certain strength, and the particle size of the SAP at different time can be hardly obtained. Moreover, some new methods such as NMR and x-ray computed tomography are expensive and complicated. In this paper, a simple method is applied for characterization of adsorption capacity of the SAPs in the cement paste at early age, furthermore, water release process of the SAPs and the sizes of the pore that formed by SAPs are discussed.

2. Materials and methods

2.1 Materials

Ordinary Portland cement with 52.5 grade was used, whose oxide compositions were listed in table 1. A commercial polycarboxylate-based superplasticizer with 40% solid content was used for all mixtures.

<table>
<thead>
<tr>
<th>Table 1: Composition of Portland cement (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
</tr>
<tr>
<td>20.17</td>
</tr>
</tbody>
</table>

Superabsorbent polymers (SAPs) is covalently cross-linked acrylamide/acrylic acid copolymers by means of inverse suspension polymerization. The SAPs was treated by sieves, and the SAP with particle size of 100 – 105 μm was chosen for this study (Fig.1). The density of the SAP was 1310 kg/m³.

Fig.1 Image of SAPs sample at dry state
Water adsorption abilities of the SAP in distilled water and in synthesized pore solution were 72 g/g and 21 g/g, respectively. The synthesized pore solution was composed of \([\text{Na}^+] = 400 \text{ mmol/L}, \ [\text{K}^+] = 400 \text{ mmol/L}, \ [\text{Ca}^{2+}] = 1 \text{ mmol/L}, \ [\text{SO}_4^{2-}] = 40 \text{ mmol/L}, \ [\text{OH}^-] = 722 \text{ mmol/L}\) as shown in the reference [3]. The test procedures of water adsorption were as follows: certain amount of dried SAP samples were immersed into enough distilled water (or the synthetic pore solution) for 30 min. Then, the swollen hydrogel was filtered through a sieve with mesh sizes of 300 to remove the non-absorbed water. Finally, the water adsorption rate was calculated by the weight ratio of the SAP with and without adsorption water.

### 2.2 Pastes preparation

The cement pastes with w/c of 0.3 were prepared in the room with temperature of 20±2 °C, by mixing the solid powder with liquid for 2 min at low speed (140 ± 5 r/min) and a further 2 min at high speed (285 ± 10 r/min). The dosage of the SAPs and the superplasticizer were all 0.4%.

### 2.3 Absorption capacity of SAP in the pastes

The adsorption capacity of the SAP is determined by the volume increase between the vacuum dried state and the absorbing state. As shown in Fig.1, the shape of the SAP used in this paper is approximate to be spherical. Therefore, the volume of the SAPs with or without adsorption water is calculated from their average diameter. The SAPs particles in the cement paste are analyzed by a stereo optical microscope (NIKON SMZ 800), and the methods are as follows:

Before initial setting: in theoretical, the state of the SAP should be observed as soon as after mixing. However, in practical, it is difficult to do this for high workability of the cement paste and the effects of bleeding water between SAP particle and matrix. So, in this paper, the analysis is implemented 1h after mixing. At this time the workability of the paste can be ignored, and the results of isothermal calorimetry measurements indicated that the induction stage of the cement hydration was not over yet. In the test, the SAPs was carefully separated from the matrix under the stereo optical microscope, and the images of SAP were recorded. Furthermore, for a particular SAPs particle, the separating process is controlled in 30s, in order to decrease the effects of the environment on the adsorption capacity.

After initial setting: at this stage, the solid structure of the paste begins to form, and the strength of the pastes generate. In the test, the paste was bent to break off, and the SAPs particles on the fracture surface were observed. It should be noted that the measured diameter of the SAP particle may be smaller than its real value, because the SAP particle can be buried by the matrix. Therefore, during the measurements, the SAP particles that above the fracture surface were analyzed.

The adsorption capacity of the SAPs is calculated by equation (1).

\[
S_{\text{AP}} = \frac{(D_s^1 - D_0^1) \rho_w}{(D_s^1 \rho_{\text{SAP}})}
\]  \hspace{1cm} (1)

Where \(D_s\) is the average diameters of the SAP particle in cement paste, \(D_0\) is the average diameter of the SAPS particle at dry state, \(\rho_w\) and \(\rho_{\text{SAP}}\) are the density of water and SAPS, respectively.
In addition, a large number of repeat tests should be implemented, in order to obtain the ideal testing sample, although the above methods were relatively simple. Furthermore, the diameter of the SAP particle is measured by Image – Pro Plus.

3. Results and discussions

In this section, a part of images of the SAPs in cement paste at different time are presented.

3.1 images of the SAPs in the pastes
The separated SAPs particles are shown in Fig.1 at about 1h after mixing. In the figure, The SAPs particles can be observed clearly.

![Fig.2 SAPs particles at about 1h after mixing](image)

The SAPs particles on the fracture surface at the time of initial/final setting are shown in Fig.3, while the state of the SAPs particles that are partly buried by the matrix are shown in Fig.4.

![Fig.3 SAPs particles at initial and final setting: (a) initial setting (b)final setting](image)
Fig. 4 Combination of the SAPs with matrix at initial and final setting: (a) initial setting (b) final setting

The images of the SAPS in cement paste at approximately 1h after mixing are shown in Fig. 5. The SAPs are visible as white, while the surrounding matrix appears gray, meanwhile, the obviously dark gray interspace between the SAPS particles and the matrix can be observed.

Fig. 5 Combination of the SAPs with matrix at about 1h after final setting

3.2 Discussions

The diameter of the SAPS in cement paste is measured by Image Pro Plus, and average diameter is also calculated. The results are shown in Fig. 6. From Fig. 6, the adsorption capacity of SAPS in cement paste can be obtained:

(1) At about 1h after mixing, the average diameter of the SAPS increases about 2.63 times, which indicates that the adsorption capacity is about 13.10 g/g.
(2) The average diameters of the SAPS at initial and final setting increase about 2.37 and 2.33 times, respectively, and the corresponding adsorption capacity are 9.41 g/g and 8.94 g/g.
(3) At about 1h after final setting, the average diameters of the SAPS increases about 2.26 times, while the adsorption capacity is about 8.01 g/g.

The above results show that the SAPS starts to release water before initial setting. At initial setting, the capillary pressure of the paste is about 10 kPa [10], and the self-desiccation can be neglected. Before initial setting, water release of the SAPS can be attributed to the increase of the ion concentration of the pore solution with hydration of cement. After initial setting, the
effects of self-desiccation (decrease of relative humidity) begin to appear. And desorption of SAPs at different relative humidity has been studied by many researchers (e.g. [2]). Furthermore, Fig.6 shows an obvious increase of water release rate of the SAPs after final setting.

![Fig.6 Average diameter of the SAPs particle](image)

Meanwhile, during the process of water adsorption/release of the SAPs, the volume of the SAPs particle increases/decreases, and a pore that surrounding the SAPs particle forms. As shown in Fig.4, before final setting, there’s no obvious interspace between the SAPs and matrix, which means that the diameter of the surrounding pores can be seen as same as that of the SAPs particle. The results also imply that the SAPs has less effect on the autogenous shrinkage of the pastes at this stage, due to there’s no obvious unsaturated space forms. After final setting, as shown in Fig.5, the diameter of the surrounding pores is larger than that of the SAPs particle. Meanwhile, it can be deduced that the space between the SAPs and matrix is not partly saturated due to self-desiccation. In this case, autogenous shrinkage is inhibited by water migration from the SAPs to cement paste. As results, the diameter of the pore that surrounding the SAPs particle is not constant at early age.

4. Conclusions

In this paper, the state of SAPs (100-105μm in dry condition) in cement paste with w/c of 0.30 was observed by a stereo optical microscope, and the diameter of the SAPs particle was measured. Then, the adsorption capacity, water release process and the pores that formed by SAPs were studied. Main conclusions are as follows:

For the SAPs used in this paper, comparing to its dry state, the times of its diameter increases in cement paste at 1h after mixing, initial setting, final setting and 1h after final setting are 2.63, 2.37, 2.33, 2.26, respectively, while the corresponding adsorption capacity are 13.10 g/g, 9.41 g/g, 8.94 g/g and 8.01 g/g, respectively. Results show that the SAPs release its adsorption water before initial setting, and release rate of adsorption water increase after final setting.
Before final setting, the particle combines closely with its surrounding matrix, which indicates that the diameter of the pores formed by the SAPs can be seen as same as that of the SAPs. After final setting, the diameter of the pores is larger than that of the SAPs particle. Results indicate the size of the pore that surrounding the SAPs particle is not constant.
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HARDENING INDUCED STRESSES IN VERY THICK CONCRETE MEMBERS – INSIGHTS FROM COMPREHENSIVE FE-STUDIES

Peter Joachim Heinrich (1), Dirk Schlicke (1)

(1) Graz University of Technology, Graz, Austria

Abstract
This contribution presents first results of comprehensive FE-studies on hardening-induced stress histories of very thick concrete members with compact dimensions. The motivation is to improve the understanding of their structural behaviour in order to provide an efficient but safe crack width control of such members. The strict application of current design rules would lead to very high reinforcement amounts, even though observations in practice indicate that serviceability can be ensured with much less reinforcement. Finally, the insights of these investigations will provide a basis on which efficient design rules can be developed for very thick concrete members. The FE-studies were conducted with a new constitutive law for hardening concrete whereby special regard was put on the influence of the member thickness, the ambient temperature as well as production conditions. In general, the results confirm the predominance of residual stresses or so called Eigenstresses in such structural elements, while restraint forces and restraint moments are of minor importance for usual subsoil conditions.

1. Introduction

Very thick concrete members experience remarkable temperature histories due to hardening since the majority of the heat, which is released during the exothermal cement hydration, is firstly stored in the interior of the member before it flows out very slow according to the limited thermal conductivity of the concrete. These temperature histories are characterized by transient temperature field changes consisting of uniformly (constant) in the cross section distributed parts, temperature gradients over the cross sections width and height as well as non-linear parts resulting from temperature differences between the interior and the surface regions of the member. The accompanying temperature deformations lead to thermal stresses according to the restraining situation. In general, very thick members usually have rather compact dimensions. Former investigations show that such members are predominantly stressed by the non-linear parts, which are almost completely restrained since the cross
section tends to remain plane. At the same time, real length changes due to constant parts and curvatures due to temperature gradients are hardly restrained. The main reason is the very high axial stiffness of the hardening member itself and the limited bending restraint of members with low length-to-height ratios.

Although the precise dimensions of hardening-induced residual stresses and their interaction with additional restraints due to seasonal temperature changes are needed for an efficient structural design of very thick and compact concrete members, this has not been investigated systematically yet. Neither national nor international design rules provide satisfying design rules of such special cases because they are rather based on empiricism than on mechanically consistent aspects, see [1]. Thus, the main aim of the presented studies is to develop a mechanically consistent design concept that takes geometric dimensions, boundary conditions and/or the material properties itself into account with special regard to the safety-concept of Eurocode 2 [2].

2. Calculation model

A reliable determination of the resulting stress distribution calls for a comprehensive time-step calculation model, which uses well-established material models as well as realistic boundary conditions. Here, a FE-based model is generated in the modular FE-framework SOFiSTIK. Its mesh is exemplified for the reference case of the study in Fig. 1. It can be seen that the mesh is refined in the surface regions because of the expected higher influence of the ambient temperature.

To generate a regular mesh, the included module SOFIMSHA uses given geometric node definitions. For each time-step, the module HYDRA determines the temperature-field in the structure. Later, the module ASE follows the procedure and calculates the resulting stresses, while it takes the temperature-field directly from HYDRA as thermal loading. The module SOFILOAD applies additional loads, e.g. further deformation impact from shrinking.

At this point, it should be mentioned that the calculation model was comprehensively verified by satisfying recalculations of in-situ monitorings of several mass concrete applications, e.g. a 4.0 m thick power plant slab or a 2.5 m thick chamber wall of a sluice. Further details are given in [3].
2.1 Structural idealization
The basic model consists of several 3D elements (8 nodes with linear shape functions) and it represents only a quarter of the whole structure. This reduces the complexity of the calculation and increases the speed of the whole simulation. Appropriate boundary conditions consider the symmetry as well as bedding and thermal conditions. During the temperature-field calculation, the modelled soil acts as heat storage. For the stress calculation, the soil body is replaced by a vertical bedding with non-linear compression-springs and horizontally arranged 2D elements (4 nodes with linear shape functions). The vertical bedding springs allow a realistic self-weight activation in cases of temperature gradients over the height as well as eccentric external restraint at the bottom of the member. This is of major importance in the considered cases with length-to-height ratios of three. The horizontal soil stiffness will be represented by the horizontally arranged 2D elements with regard to the activated soil below the member, as illustrated in Fig. 1.

The structures dimensions are fully variable in every direction; it is possible to control each surrounding condition and furthermore to investigate different types of construction-methods (e.g. fresh-in-fresh concrete placement in layers).

2.2 Simulated material behaviour and models used
The simulated material behaviour represents a typical mass concrete with a strength class of C35/45. All relevant properties of this concrete are extensively presented, cf. [3]. The hardening process of this concrete was simulated time-discretely with a thermo-mechanical coupling on basis of the so-called equivalent (effective) concrete age. The equivalent concrete age is a state variable that takes the maturity (influence of the real concrete temperature in the structure on the speed of hydration and hardening) into account. In the applied material model, this state variable controls the release of hydration heat by the JONASSON approach, the simultaneously developing strength properties of the hardening concrete by the WESCHE approach, the appearance of autogenous shrinkage as well as the viscoelastic behaviour according to the stress history by an approach proposed by SCHLICKE. In particular, the occurring viscoelastic strains of a time step were determined according to a time-discrete analysis of the EC2 creep curves and implemented independently for each element and direction in every time step. Further details are given in [3] and [4].

2.3 Analysis of the determined temperature and stress fields
The results of such an analysis are temperature and stress fields for each time step. On the one hand, it is important to know their absolute values in the material points (nodal results) to assess the risk of cracking. On the other hand, it is important to draw clear conclusions on the restraining situation as well as the type of cracking. Thus, it is important to analyse these fields with regard to uniformly (constant), gradual (linear) and non-linear distributed parts that can directly be related to stress resultants and residual stresses or so-called Eigenstresses. In general, it can be said that

- the constant temperature-part leads to an expansion or shortening of the member in the considered direction and this results in case of external restraint in a force or in case with eccentric restraining in a force and two bending moments (an inner moment according to the cross section compatibility and an outer moment according to self-weight activation)
• the linear temperature-part leads to a curvature of the cross section around the considered axis and this results in the case of restraint in another bending moment and
• the non-linear temperature-part is self-balanced within the cross section and has therefore no resultants. However, these deformations are usually almost fully restrained by the plane cross section, which leads to residual stresses, or so-called “Eigenstresses” which are also self-balanced within the cross section.

The following part gives a short summary of the separation of an arbitrary resulting temperature- or stress-field into the described parts. The procedure is in general the same for both of them. At this point it should be noted that the stress field changes are solely caused by the relative temperature field changes. For a comparison of both, the analysis of the temperature field changes has therefore to be done separately in each time step only for the change in this time step. The course of the specific part can then be drawn by summing up the single changes per time step. There exist a few ways to perform the temperature- or stress-field separation: [4] and [5] describe one simple and efficient way, if resulting temperature- or stress-fields are more or less “well” known in advance. If the resulting distributions are more “doubtful”, it is better to use the way of a general (numerical) integration of the temperature- or stress-field over the whole cross-section. This is possible, if the temperature- or stress-field is known as a function \( f(\xi, \eta) \). Here, a MATLAB-routine is used to determine these functions for each single time-step by the usage of a 2D-least-squares-fit for a fourth-order-polynomial in \( y \) and \( z \). Fig. 2 illustrates the procedure of fitting, integration and separation respectively.

\[
\int \int_K f(y, z) \, dy \, dz \approx \sum_{i=1}^{N} \sum_{j=1}^{N} w_i \cdot w_j \cdot f \left( P(\xi_i, \eta_j), Q(\xi_i, \eta_j) \right) \cdot |J(\xi_i, \eta_j)|
\]

(1)

Dividing (1) by the area of the considered cross-section leads to the resulting constant part, (2). Multiplying each point of (1) by its moment arm in \( z \)-direction and dividing it finally by the corresponding moment of inertia around the \( y \)-axis multiplied by the distance \( z_e \) from the
centre of gravity, leads to the corresponding linear part around $y$. The linear part around $z$ could be gained analogous (3).

$$f_{\text{const}} = \frac{1}{A_e} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} w_i \cdot w_j \cdot f \left( P(\xi_i, \xi_j), Q(\xi_i, \xi_j) \right) \cdot \left| f(\xi_i, \xi_j) \right| \right)$$

(2)

$$f_{\text{lin},y,e} = \frac{1}{l_y \cdot z_e} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} w_i \cdot w_j \cdot f \left( P(\xi_i, \xi_j), Q(\xi_i, \xi_j) \right) \cdot \left| f(\xi_i, \xi_j) \right| \cdot (z_{i,j} - z_e) \right)$$

(3)

Subtracting $f_{\text{const}}(y, z)$, $f_{\text{lin},z}(y, z)$ and $f_{\text{lin},y}(y, z)$ from the original distribution $f(y, z)$ finally leads to the residual part $f_{\text{nonl}}(y, z)$. Note that if the geometry and the boundary as well as the loading conditions are symmetric to one axis, the corresponding linear part is zero. For the present case, this is the case for the $zx$-plane so that $f_{\text{lin},z}(y, z)$ is not pursued any further.

3. Case Study

3.1 Set up and investigated parameters

From a geometric point of view all considered cases represent a kind of “bloc”, neither a slab (because $B \sim H$) nor a wall (because $H/B << 4$). Besides, all cases have an $L/H$-ratio of 3 which is the lower boundary to be considered as a wall – even if this is a common ratio to define the length of a construction stage respectively the distance between expansion joints of walls. The case study investigates the variation of several factors that are known to influence the temperature- and stress-field in ground slabs as well as in walls on foundations significantly. The variation of these factors varies within the range of typical conditions of practical cases. It is possible to summarize these conditions in three groups, which are geometry, initial and ambient temperatures and material/construction. Here, the presented results solely display the reference concrete C35/45. Fig. 3 shows the set up of the study and the different cases that have been simulated.

<table>
<thead>
<tr>
<th>Reference case</th>
<th>Variation of</th>
</tr>
</thead>
<tbody>
<tr>
<td>C35/45, 300 kg CEM III / A 32.5 N</td>
<td>width: $B_{\text{sec}} = 4.0$ m / 8.0 m</td>
</tr>
<tr>
<td>$L/B/H = 24.0$ m / 6.0 m / 8.0 m</td>
<td>initial subsoil temp.: $T_{\text{sub,init}} = 20^\circ$C / 25$^\circ$</td>
</tr>
<tr>
<td>25$^\circ$C fresh concrete temperature</td>
<td>ambient air temp.: $T_{\text{air,sec}} = 10^\circ$C / 30$^\circ$</td>
</tr>
<tr>
<td>15$^\circ$C initial subsoil temperature</td>
<td>‘fresh-in-fresh’ layers of 1 m height / 2 hours</td>
</tr>
<tr>
<td>20$^\circ$C ambient air temperature</td>
<td>concrete placement ‘all-in-once’</td>
</tr>
</tbody>
</table>

Figure 3: parameter variation of the case study

Any other boundary condition is similar in all cases. This refers mainly to the heat exchange over the free surfaces which is set with 20 W/m²K without any further consideration of formwork and its removal. The heat exchange at the bottom depends on the thermal properties...
of the soil, whereby a conductivity of 1.6 W/Km and a thermal capacity of 1900 kJ/Km³ has been considered. The support in the bedding area was estimated according to the stiffness of common subsoil. In vertical direction, a stiffness of 10000 kN/m³ was considered in case of compression whereas the transfer of vertical tensile forces in the bedding was totally excluded with the non-linear bedding springs. In contrast to this very realistic assumption in vertical direction, the horizontal restraint in the bedding area was set up to a value, up to where macrocracking cannot be excluded for the reference case, as explained in section 3.2.

3.2 Results of the reference case

Fig. 4 gives the course of absolute results in selected nodes in the symmetry in length direction. It can be seen that the structure reaches its absolute temperature maximum at \( t = 160 \) h (~60°C), while temperature equalization occurs after about 5 months. As expected, there are huge temperature differences within the cross section with almost adiabatic conditions in the interior, whereas the temperatures on the free surfaces are very close to the ambient air temperature and do not pass 30°C. The temperatures at the bottom increase delayed but are still remarkable. The accompanying stresses reflect this temperature impacts only partly: on the one hand, the resulting stresses of a given temperature change in a time step increase during the hardening according to the stiffness evolution; on the other hand, viscoelastic effects distort the course considerably. But what one can see already is the predominance of Eigenstresses since almost all absolute stresses of the surface have an opposite sign as the interior stresses. Besides, the comparison of absolute stresses in Fig. 4 with the mean value of the lower limit of the tensile strength \( f_{c,0.05} \) indicates that cracking cannot be excluded in general.

![Figure 4: nodal results (temperature and stress) of the reference case](image)

To clarify the type of cracking to be expected, Fig. 5 gives the course of constant and linear parts in the temperature and stress field history. Linear parts around the \( z \)-axis were not pursued since they are zero in the considered case due to symmetrical conditions over the width as remarked in section 2.3. As mentioned before, the horizontal restraining condition in the bedding area was iteratively increased up to where macrocracking would occur in the reference case. Hereby, the risk of macrocracking is assessed by the comparison between maximum stresses due to restraint force and restraint moments \( (\sigma_{\text{const.+lin.,y,bottom}}) \) with the mean value of the tensile strength \( f_{\text{cm}} \). Eigenstresses, however, are neglected since they are self-balanced in the cross section and have therefore no significant influence on macrocracking. Further details on this assumption are given in [7] and [8].
As expected, macrocracking would predominantly result from the constant temperature changes, which are huge in these thick members. However, the eccentric restraining of these parts at the member bottom in combination with a limited $L/H$-ratio causes always a distinct linearity in the stress distribution over the height. Altogether, the risk of macrocracks is the highest at temperature equalization where restraint force and restraint moment superimpose both in tension at the bottom. The indicated risk of macrocracks is very low in this example since the required horizontal subsoil stiffness exceeds conventional conditions by several orders of magnitude (over 10 000 times higher in this case). Of course, this factor would vary since subsoil activation depends predominantly on the member length, however, increasing $L/H$ would also reduce critical linearity in the stress distribution over the height and thus require higher horizontal stiffness.

In case of a realistic consideration of horizontal subsoil stiffness, restraint force and restraint moments are much smaller, whereas Eigenstresses would remain in the above shown size. Thus, the risk of macrocracks is usually very small, whereas the risk of microcracks as well as locally restricted cracks is still very high at early ages in the surface region. At temperature equalization, the risk of microcracks is also indicated in the interior, but this is overestimated since all calculations assume a fully linear-elastic cross section which is not the case for the surface region after early cracking.

### 3.3 Parameter variation

Fig. 6 and Fig. 7 show the determined courses of temperatures and stresses in the specific points at the surface and in the interior for all considered cases.
4. Discussion

4.1 General findings
As expected, very thick concrete members show a significant hardening-induced temperature history consisting of huge constant temperature changes as well as significant temperature
differences within the cross section. The accompanying stress field consists predominantly of Eigenstresses whereas the build up of critical restraint forces and restraint moments would require very high external restraint which is in the present case around 10 000 times higher than the horizontal stiffness of conventional soil.

4.2 Influence of member width
Although the member width has a clear influence on the duration of the whole process, the effect on absolute resulting stresses is small. The main reason is that there are almost adiabatic conditions in each member anyway so that the differences in the deformation impacts are insignificant.

4.3 Influence of subsoil temperature
The subsoil temperature has a significant influence on the temperature history at the bottom of the thick member. This affects the temperature gradients. Depending on the bending restraint this could increase the risk of bending cracks at temperature equalization in case of much stiffer subsoil. In the considered conditions this is of minor importance. Here, solely the effect on the absolute maximum temperature in the interior matters in terms of intensification of surface cracking.

4.4 Influence of ambient air temperature
Of course, the ambient air temperature has a significant influence on the temperature field. But as in the previous cases, the effect on the risk of macrocracking is rather small due to the limited external restraint. What can be said is that a delayed decrease of ambient air temperature after casting will have a negative effect on the intensity of surface cracking.

4.5 Influence of construction method
If the process of concrete placement is taken into account, the temperature and stress field are significantly influenced in the beginning. However, decisive stresses are comparable with the results without consideration of the process of concrete placement. Of course, this statement is only valid for temperature induced stresses. In reality, the construction process introduces high tensile stresses at the bottom due to the higher stiffness in the bottom layer when the new layer will be placed. However, the latter affects also the viscoelastic behaviour which depends on the absolute stresses.

5. Conclusion and Outlook
Considering the resulting temperature-parts, only the variation of width as well as the variation of the ambient temperature have a significant influence on the constant part. Linear parts were not influenced significantly in any case. Finally, it has to be outlined that none of the parameters has a high influence neither on the restraint force nor on the restraint moments. This leads to the conclusion that typical compact mass concrete members are predominantly stressed by Eigenstresses. The expected crack pattern of such members will be characterized by surface cracking, whereby these cracks may reach a depth up to 1.0 m.

It should be noted that all cases show huge constant temperature changes. A critical restraining of these deformations is very unlikely since it requires very high external restraint which is in the present case around 10 000 times higher than the horizontal stiffness of conventional soil. Of course, this factor would vary since subsoil activation depends
predominantly on the member length, however, the factor would also not decrease significantly for longer members since its size depends on the linearity in the stress distribution according to $L/H$ as well. And even if a macrocrack could be triggered at the bottom, separating cracks over the whole member height can still be excluded for $L/H$ ratios smaller or equal to three. The reason is that the stress distribution without Eigenstresses has in such cases still a distinct linearity due to the eccentric localization of the restraining condition at the bottom. Hereby, the top of the member is always significantly compressed when the tensile strength may be reached at the bottom, which gives cracks stopping by itself in the lower part of the member.

There have to be done further investigations, concerning the continuance of the present parametric study which should be expanded on more influence factors. Such factors are the investigation of various thermal boundary conditions (like retaining walls, or underwater structures), various geometrical conditions (mainly increasing $L/H$) or various bedding conditions.

Another essential step will be the superposition with further deformation impacts due to seasonal changes of ambient temperature.
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Abstract
In modern science and engineering, computer modelling forms an inevitable part in the assessments of risk or engineering performance. With the increasing amount of experimental data and process knowledge also the complexity of underlying models increases. However, the increasing model complexity involves certain consequences. Firstly, increasing model complexity is prone to errors during numerical implementation. Secondly, each model definition requires a certain level of abstractions and conceptualizations of processes, parameters, boundary and/or initial conditions. Finally, the numerical simulations can induce non-physical behaviour when several processes are coupled together. Several approaches are possible to assure the quality of the numerical results and built confidence. For simple models analytical or closed-form solutions can be used for model verification. However, this situation is rarely true with complex systems. Alternative is to perform benchmarks with different numerical codes and different authors under the assumptions which allow for an adequate comparison. This paper summarizes some important elements of benchmarking which are underpinned by practical examples.

1. Introduction
Increasing computational power of computers, experimental data and process understanding open the route for increasing aspirations towards complex conceptual and numerical models. Although numerical modelling will lead to throughout process understanding, increasing model complexity carries certain threats such as higher probability for almost undetectable implementation errors. Further, numerical simulations can become unstable or induce non-physical behaviour when several processes are coupled together. This is typically the case when the coupled physical processes manifest themselves at different time scales, for example reactive transport with very different reaction rates, two-phase flow and similar. In order to assure the quality of numerical results, several approaches are possible. For geometrically
simple models with a limited number of processes and simple boundary conditions, analytical or closed-form solutions can be used for benchmarking. However, analytical solutions are rarely available for complex systems. An alternative approach is to numerically verify different codes by defining a well-defined benchmark. In modern terms, benchmarking represents an essential element for confidence building from the point of view of computational performance, verification and validation, uncertainty qualification and simulation process and data management.

The need for benchmarking of numerical codes exists from the early beginning of computer modelling. One of the first systematic benchmarking platforms, still active at present is the NAFEMS platform [1]. The focus of this platform is on the Finite Element Method (FEM) and the principal aims are to establish best practice in engineering simulation, to act as an advocate for the deployment of simulation and to improve the education and training in the use of simulation techniques. NAFEMS includes several technical modelling areas which encompass single physics benchmark, high performance computing and multiphysics problems. In the field of cement based materials, NAFEMS benchmarks mostly involve structural mechanics models. In a recent benchmarking initiative for subsurface environmental modelling [2] with focus a reactive transport also some examples related to cement based materials were proposed – decalcification of cracked cement [3] and interactions between cement and clay [4].

In this paper we discuss some pertinent lessons learned and challenges when defining and coordinating a benchmark problem of a complex system. First we discuss different types of benchmarking with their particular properties; next the attention is laid on defining indicators on the basis of which the results from benchmarking exercise can be compared. Another focus point of the discussion is on the level of complexity of the benchmark and the approach to alleviate too stringent conditions which would be difficult to follow by benchmark participants. By complexity we refer to properties related to geometry, processes, constitutive relationships or couplings. Some examples are given regarding the description of the benchmarking case. The paper concludes with practical organisational issues which need to be thought of when defining the benchmark. The cases presented in this paper are situated within the field of (reactive) transport problems. However, the conclusions and lessons learned can be easily applied to other physical domains.

2. Scope of benchmarking

As benchmarks can serve different purposes, their scope also varies. Benchmarks with simple geometry, single physics and no couplings can be used for the purpose of training. With a predefined set of simple tasks, the new user can get acquainted with the code. This type of benchmarks can also be used for verification of the correctness of newly developed code. However, this paper focuses on more complex problems involving coupling of different physics, spatial and temporal scales, reactions or constitutive models for which experimental validation is not straightforward or even almost impossible (e.g. large spatial and/or temporal scales, heterogeneity, amongst others). In this section we divide benchmarking exercise into three types which are specific in terms of problem description, indicators and approach.
2.1 Types of Benchmarking

Benchmarking can be applied to different levels, depending on the indicators that need to be tested. Hence, we here define three types of benchmarking; benchmarking of the numerical, the mathematical or the conceptual model. A benchmark can comprise one, two or all three benchmarking types. One has to bear in mind that the difference between models are more difficult to pinpoint when the benchmarking is on the conceptual level than when it is on the numerical level. The distinction between different types is not always clear because the choice of mathematical or constitutive model can also be seen as the conceptual choice. However, in this paper we consider the benchmarking as "conceptual" when different conceptual approach is used and not only different mathematical description.

Numerical benchmarking aims to test whether the mathematical model is correctly solved. Typically, this encompasses temporal or spatial discretization, integration scheme, numerical solution schemes or coupling procedures, either the coupling of different physics or the coupling of forcing terms (e.g. volumetric sources). This kind of benchmarking is often used for code development and for testing newly written numerical codes or new numerical methods to solve the governing partial differential equations (PDE). Boundary conditions, initial conditions, material properties, geometry and underlying physics with respective constitutive laws or reactive network are precisely defined. In principle the differences between different models should be small. The differences in results may arise due to wrong implementation, instabilities or discretization errors. However, these differences are relatively easy to analyze and amend.

Benchmarking of mathematical models focuses on the question "is the mathematical description of the physical reality adequate". Here the exact PDE, couplings, constitutive laws are not necessarily given in the benchmarking description. For example, fluid flow in porous media at the continuum scale is usually defined by Darcy’s equation (1) which in isotropic porous media and under steady-state conditions is given as:

\[ \nabla p = -\frac{\mu}{\kappa} \cdot \mathbf{q} + F \]  

(1)

where \( \mathbf{q} \) is Darcy’s flux [m/s], \( p \) is pressure [Pa], \( F \) is forcing term [Pa/m], \( \kappa \) is permeability of a porous medium [m²] and \( \mu \) is viscosity [Pa·s]. The Darcy’s equation describes water flow in porous media as long as the flow is sufficiently slow. For porous media with high porosities and for larger pressure gradients [5] other formulations can be used, such as the Darcy-Brinkman with an additional effective viscosity \( \mu_{\text{eff}} \) as:

\[ \nabla p = -\frac{\mu}{\kappa} \cdot \mathbf{q} + \nabla \cdot (\mu_{\text{eff}} \nabla \mathbf{q}) + F \]  

(2)

or Darcy-Forscheimmer [6] formulations which include viscous dissipation or even complete Navier-Stokes equation where the porous structure is explicitly represented. The influence and sensitivity of assumptions involved in different mathematical models can be evaluated. Another example is the tortuosity factor to describe diffusion in cement-based materials. Instead of invoking a simple Archie’s relationship (see equation (5) further), alternative formulations, alternative models accounting for a percolation threshold of the cement matrix can be used.

where \( \mu \) is the viscosity [Pa·s], \( \kappa \) is the permeability [m²], \( F \) is the forcing term [Pa/m], \( \mathbf{q} \) is the flux [m/s], \( p \) is the pressure [Pa], and \( \nabla \) is the gradient operator.
Usually models with low “intensity” (e.g. low Reynolds number, low Peclet number) tend to be insensitive to the choice of the mathematical model. However, when processes become more intensive, the solution can progressively diverge between the models. This is nicely demonstrated by a numerical exercise performed for the problem of melting from an isothermal vertical wall [7]. While the results between 13 models clearly overlapped for low Pr and Ra numbers, the patterns became completely different for different models with higher Ra number. Differences further increased with increase in Pr number.

Finally, benchmarking of the conceptual model is foreseen to answer whether the governing processes are adequately captured, for example in terms of how the heterogeneities are represented in the model. The only defined information is limited to boundary and initial conditions. Depending on the type of problem, also material properties are given, but they can be the part of the conceptual benchmark itself. For example, when benchmark includes the comparison between an explicit microstructural model and a continuum model, material properties are not included in the benchmark definition. In the continuum model the material properties are averaged, while in the microstructural model each phase can have a different property. Benchmarking of different microstructural models (so called integrated kinetic models) used for cement paste [8] also belong to this conceptual model benchmarking type. Namely the microstructure, although based on the same initial clinker properties and water-to-cement ratio can give different mineral distribution and different percolation threshold when based on vector or voxel hydration model [9]. Another aspect of benchmarking of the conceptual model is related to model abstraction in terms of complexity of processes. For example, the use of a geochemical solver in reactive transport modelling often takes more computational resources than the transport modelling part especially when the reaction network is complex. One way to alleviate this computational effort is to make an abstraction of the reaction network in a way that speciation depends on few independent variables. In case of cement, the pore water Ca concentration can be determined on the basis of solid Ca or alternatively by Si/Ca ratio in solid [10]. Another possible conceptualization relates to the decrease of dimensionality, e.g. modelling in 2D or 1D spatial dimensions. Table 1 gives an overview of the defined parameters in order to perform different types of benchmarking.

Table 1: Overview of required information for different benchmark types. Brackets are optional.

<table>
<thead>
<tr>
<th>Type benchmarking</th>
<th>Numerical</th>
<th>Mathematical</th>
<th>Conceptual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry</td>
<td>✓</td>
<td>✓</td>
<td>(✓)</td>
</tr>
<tr>
<td>Discretisation</td>
<td></td>
<td>(✓)</td>
<td></td>
</tr>
<tr>
<td>Boundary conditions</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Initial conditions</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Material properties</td>
<td>✓</td>
<td>✓</td>
<td>(✓)</td>
</tr>
<tr>
<td>PDE</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coupling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constitutive laws</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Let us demonstrate these definitions on an example of simulation of carbonation front in concrete. In the first instance we can benchmark the numerical model. This is preferred because the problem of carbonation is quite complex [11]. In this case we would choose for continuum model where we specify which PDEs need to be solved (e.g. advection-dispersion equation, Richards equation for water transport). Further we would define a geochemical model and reaction network (species, thermodynamic constants, activity correction model) and constitutive relations (e.g. tortuosity, porosity). In the next step the problem could be solved by different approaches to determine water retention characteristics or alternative constitutive relations. In the last step, benchmarking of the conceptual model, the only defined properties would be boundary conditions (RH in atmosphere, CO2 concentration), concrete/cement (w/c, aggregate volume, amount of cement, cement composition (clinker composition)). However, the problem could be solved in different ways, such as pore-scale model, continuum model...

Often, especially when dealing with complex problems, all three types are represented in the same benchmarking exercise because of different capabilities, options and available specific processes or constitutive laws of the numerical codes involved. For example, in a benchmarking exercise which dealt with the decalcification of cracked cement structures [3] material properties, boundary conditions, initial conditions, reaction network, geometry, PDE and constitutive relations were given. This set of given data is sufficient to perform a benchmarking of a numerical model since PDE solvers were different. The second type of benchmarking was introduced through the representation of C-S-H phases. While some codes used several pure phases to represent the decrease of Ca/Si ratio during Ca leaching, other codes used solid-solutions. Some codes involved also differed in the way they solve the geochemical system such as solving a system of mass action laws (PHREEQC [12], ORCHESTRA [13]), or with a Gibbs free energy minimization approach (GEM selector [14]), or utilizing different coupling approaches between geochemistry and transport such as an sequential non-iterative operator-splitting approach (SC3K (iPhreeqc-COMSOL) or OGS-GEM) or global-implicit (MIN3P [15]). The conceptual part of benchmarking was represented through the crack in the domain which has been conceptualized differently within different models. The reason was that a crack is typically a geometrically small feature which required finer discretization that not all codes could effectively solve. In some cases, the crack was approximated by a larger opening with the properties of the defined crack, in some cases was modelled as an implicit boundary type feature and in other cases a very fine discretization was used. As a result of the problem complexity it was not always possible to univocally identify the reason for a differences between involved codes.

2.2 Indicators

In any benchmarking it is very important to define the indicators on which the comparison is based. Although this seems to be an easy and straightforward task, it plays a crucial role in the quality of benchmarking. Again, the choice of indicators depends on the type of benchmarking, complexity of the problem including its dimensionality. The main indicator of benchmarking a numerical model is usually the primary variable at a defined location (and time when the model is transient). For example, the NAFEMS benchmark for a 2D heat conduction problem [16] (Figure 1) specifies beside the exact boundary and initial conditions, also the point where the primary variable (temperature in this case) is recorded. Also, the formula to calculate the accuracy and model performance are typically defined.
In the case of a transient model, a time series at a certain point can be given as an indicator or alternatively, the field solution at a specified time either for the dimensionality of the benchmark (although more difficult in 3D and is usually not used) or a reduced dimensionality such as a 2D slice for a 3D problem or a 1D for a 2D or 3D problem. The choice of the location a profile is not trivial because the "most sensitive" location changes with time. Typically, it should be in the most sensitive region which needs to be tested in advance (for example with different discretization). In dynamic systems, a good practice is to choose the profile such that it covers the largest gradients of a primary variable.

On the other hand, when the conceptual model is compared, not all primary variables can always be compared. Consider two microstructural integrated kinetic models which calculate the hardened cement paste from the same clinker properties (fineness, composition) and water-to-cement ratio but with a different conceptual model of hydration. At the same degree of hydration, they give the same capillary porosity and volume of hydration products. Hence comparing the “primary” variables porosity would give a very good correspondence. If a concentration gradient of non-sorbing species is applied, the diffusion properties of the material can be obtained. However, it is not useful to compare solute concentration at the same point in space because that specific point could be occupied by liquid or solid in different models. Therefore, we have to use averaged properties over a predefined surface or within a predefined volume. Figure 2 gives an example of the percolation threshold differences for two models with the same boundary conditions. The figure also demonstrates that the correspondence of a primary (porosity) or a derived variable (here the percolation threshold which affects diffusivity and permeability) between two conceptual model can differ.
3. Tips and tricks

In this section we list some salient experiences from benchmark exercises in order to provide the reader with points of attention when designing a benchmark.

3.1 Difficulty

The complexity of benchmarks increases owing to the amount of experimental data, the level of process knowledge and the maturity of numerous numerical methods. Nowadays, the focus

For mixed benchmarking problems (numerical, mathematical, conceptual) it is advisable to define several indicators, some of which are related to the primary variable and others to a derived values. For example, in cement systems pH is buffered by soluble phases such as portlandite and simulated pH profiles will be similar between the different models (see for example [3]). On the other hand, the dissolved calcium profiles and porosity profiles may differ considerably due to the sensitivity of parameters in liquid regions close to solids. Hence, in this case it is useful to use the most sensitive indicator (e.g. porosity) for the comparison.

Comparison can be made qualitatively, for example with comparing different profiles, or – preferably – by numerical values indicating the maximum, averaged indicator variable value or indicator variable at a defined time(s). However the exact way of comparison has to be defined by the benchmark leader as the spectra of benchmarking problems can be large.
is laid on the coupled multiphysics problems. However, most of the codes are specialised towards a given process or sub-set of processes and may not be capable of solving many complex couplings. Moreover, complex models require more time to implement. On the other hand, benchmark author(s) in most cases do not know who will participate in a benchmark and what are the capabilities of the participants/codes. Absolute compliance with lowest common denominator usually leads to over-simplification and in most cases the point of benchmarking is not met.

To alleviate the above-mentioned difficulties, it is advised to define benchmark in consecutive steps using a graded difficulty approach. The first step might begin with numerical benchmarking with low intensity processes, continuing by more difficult physical conditions (i.e. more intense processes), additional constitutive relations or coupling with additional physics to continue with the mathematical and/or conceptual benchmarking. Indicators could be defined differently for each steps. In this way more authors can participate because they can define the ability and time devoted to a benchmark.

3.2 Description

All elements need to be explicitly defined by equation and not by reference. Poorly defined problem may lead to wrong interpretations. This is especially true with more complex problems because same conclusions can be a consequence of different processes or parameters.

For demonstration purpose, consider the diffusion equation (3)

$$
\frac{\partial C}{\partial t} = -\nabla \cdot \left( -\theta D_p \nabla C \right) + S \tag{3}
$$

where \( \theta \) is porosity [-], \( D_p \) is the pore water diffusion coefficient [m²/s] and \( S \) is a volumetric source [mass/s].

Some models use the formulation with effective diffusivity \( D_e \) which is defined as

$$
\theta \frac{\partial C}{\partial t} = -\nabla \cdot \left( -D_e \nabla C \right) + S \tag{4}
$$

Now consider that porosity changes and the tortuosity also changes with porosity. Change in pore diffusion as a function of porosity is often described by Archie’s relation that can be introduced in Eq. (3) as variable pore diffusion \( D_p(\theta) \) defined as

$$
D_p(\theta) = D_p(\theta_0) \left( \frac{\theta}{\theta_0} \right)^a \tag{5}
$$

where \( \theta_0 \) is initial porosity [-] and \( a \) is the cementation factor. On the other hand, the formulation in Eq. (4) gives the following variable effective diffusion \( D_e(\theta) \) relation \( D_e(\theta) = D_e(\theta_0) \left( \frac{\theta}{\theta_0} \right)^m \). We use here exponent \( m \) to denote a different value as \( a \). Knowing the definition of effective diffusivity \( D_e(\theta) = \theta D_p(\theta) \) we can write

$$
\theta D_p(\theta) = \theta_0 D_p(\theta_0) \left( \frac{\theta}{\theta_0} \right)^m \tag{6}
$$

and after rearranging

$$
D_p(\theta) = D_p(\theta_0) \left( \frac{\theta}{\theta_0} \right)^{m-1}
$$

or comparing equations (5) and (6) this gives the relation \( a = m - 1 \). In other words, the cementation factor given for equation (3) should be adapted if the code uses formulation (4).
Keep in mind, that especially definitions related to material properties can have progressively large impact on the numerical solution with time. The reason for this is that the solution has a positive response to material properties changes. For example higher diffusion coefficient of chemically leached concrete results in faster dissolution which, in turn, increases diffusion coefficient. Consequently the differences increase cumulatively with time.

3.3 Rules of the game
Benchmarking is a living-interacting process which includes more than one participant. It is difficult to estimate what the available time and capabilities of participants and numerical codes are. It is likely that the benchmark participants further shape the initial proposal with their own suggestions mostly closely related to their numerical code. This usually improves the quality, but the time when the problem definition is "cemented" should be clearly communicated. It is the leader who decides which changes will be implemented. Participants who already performed calculations are reluctant to repeat the same calculations when the problem definition changes!

Another difficulty is to define the number of iterations and interactions between participants. There is a possibility to demand a blind benchmark where participants do not know the results of other participants. In practice this is difficult to manage because commonly a sharepoint is used to collect data. Viewing the results, the participants might reconsider some modelling choices (nobody wants to have the “worse” code) to be more in-line with the majority of participants. This, however, may lead to loss of important information on why the differences initially occurred. Hence, be sure to record all improvements during the benchmarking process as this might be valuable information on the preferred approach used.

4. Conclusions
In this paper we tried to share some experiences from different benchmarking activities. The examples in this paper are limited in terms of physics involved but the principles are similar when dealing with other physical systems (e.g. structural mechanics). A benchmarking exercise begins with the question what do we want to benchmark? As discussed here, there is a big difference in problem definition as well as the indicators used whether the aim of benchmark is to test the ability of a code to solve complex coupled problem or to test which approach better describes experimental evidences. Preferably, each benchmark exercise should include a graded approach where different benchmark types or complexities are added step-by-step. In this way also the differences are easier to interpret. Moreover, participants can choose into which levels of benchmark they want or are able to participate. Secondly, we discussed the need for a good problem description with some practical examples. This includes a clear definition of all parameters and their meaning to avoid different interpretations and indicators we want to test or compare. This is complemented by some practical guidelines and lessons learned during the past benchmark exercises.
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Abstract

Cracking is one of the most complicated phenomena of concrete structures. Multiple theoretical models have been proposed to predict cracking characteristics, but most rely on empiricism. The present paper proposes a simple, mechanically sound and transparent analytical approach for crack distance analysis of RC ties. The philosophy behind the proposed methodology is to establish the mean crack spacing through the compatibility of the discrete cracking and smeared cracking approaches. The mean crack spacing is obtained by equating the mean strains of both approaches. The bond stress-transfer approach governs the strain distribution of the reinforcement between the consecutive cracks, whereas the smeared approach provides the estimated mean strain of the element. The mean crack spacing can be determined for any bar diameter and reinforcement ratio combination in relation to a single mean crack distance established experimentally for the reference RC member. To ensure compatibility between the bond stresses and the applied load, the concept of damage zones is introduced: bond in the area adjacent to the cracks is considered to be fully damaged. A mean crack spacing model derived using the load-strain analysis method of the Eurocode 2 was shown to be in good agreement with experimental data of RC ties.

1. Introduction

Predicting cracking behaviour of reinforced concrete elements has always been a very difficult and highly inaccurate process. Numerous aspects influence this behaviour, with some key ones such as the interaction between reinforcement and surrounding concrete, spatial distribution of aggregates within the RC prism, redistribution of stresses within the element after every newly appeared crack. In general, the highly non-linear nature is the predominant reason why current cracking investigation methods rely on high degrees of empiricism. While many approaches exist, most can be grouped into two distinct categories, where the first is
directly related to the reinforcement cover height and uses the following generalized expression for crack width [1]:

\[ w = k_2 \cdot c \]  \hspace{1cm} (1)

where \( k_2 \) is again an empirical coefficient and \( c \) is the reinforcement concrete cover.

The other group is based on concrete and reinforcement bond, often used in design codes and considered a classical approach [2]. The generalized form of this group is:

\[ w = k_1 \cdot \frac{\theta_s}{\rho} \cdot \varepsilon \]  \hspace{1cm} (2)

where \( k_1 \) is an empirical coefficient, \( \theta_s \) is the diameter of reinforcement, \( \rho \) is the reinforcement ratio and \( \varepsilon \) is the average reinforcement strain value.

Variations of these groups mostly alter the empirical coefficients or sometimes introduce additional parameters such as reinforcement spacing within the RC element [3], but ultimately fail to provide consistent crack spacing results.

A new approach is presented by the authors for predicting crack spacing of RC ties that circumvents the reliance on empirical constants. The method is intended for the stabilized cracking stage. Exploring crack spacing through combination of two distinct approaches, the smeared crack and the stress-transfer approach enables to take full advantage of the benefits of both of these methods, as the former provides knowledge of the mean strains and the latter – strain distribution between adjacent cracks. In order to ensure compatibility of these distinct methods mean strains of both said methods must be equal. Additionally, concepts of damage and effective zones are introduced, that exhibit different strain distribution behaviour, due to the assumption of fully damaged bond in the damage zones. The aim of this paper is to provide a new methodology for the evaluation of the cracking behaviour of concrete elements and to encourage scientific discussion of this topic to ensure future development of the ideas presented herein, as these ideas are quite new and are in need of a solid foundation.

2. Basic principles and assumptions of the modelling approach

2.1 Compatibility of the discrete and the smeared crack approaches.

The key principle behind the approach is to combine the discrete and smeared crack approaches through the equality of the mean strains. By ensuring that the mean strains obtained by these methods are identical, full advantage of both approaches is exploited, thereby the mean crack spacing \( l_{cr,m} \) can be obtained from the strain distribution obtain from the stress-transfer approach.

2.2 Introduction of the effective and the damage zones.

The distance between two consecutive cracks is divided into two separate regions defined by different strain behaviours. The regions next to the cracks are called the damage zones. The bond between the concrete and reinforcement bar is damaged due to local damage effects in
the concrete surrounding the reinforcement bar, thus the strains cannot be defined by the same shape function as for the undamaged parts (Fig. 1). The length of these damage zones is further denoted by \( l_d \). The remaining part with undamaged bond is called the effective zone \( l_{eff} \).

Reinforcement strains within this region are defined by a known shape function:

\[
\varepsilon_s(x) = \varepsilon_0 + \alpha_1 x
\]  

(3)

where \( \varepsilon_s(x) \) is the reinforcement strains at distance \( x \) from the centre of the segment between cracks, \( \varepsilon_0 \) is strain value at the said centre and \( \alpha_1 \) is the slope of the strain curve.

For simplification, the bond in the damage zones is assumed to be fully damaged, i.e. not able to transfer any stresses between reinforcement and the surrounding concrete, therefore reinforcement strains would remain constant and equal to strains within the crack. The distance between cracks \( l_{cr} \) can further be expressed through these damage zones and the effective zone as:

\[
l_{cr} = l_{eff} + 2l_d
\]  

(4)

Figure 1. Strain profiles composed of the effective and damage zones

The length of the damage zone needs to be known in order to take full benefit of the approach suggested in this paper. In order to obtain a quantitative expression for the damage zone length, a first order polynomial as given in Eq. (3) and similarly proposed by Marti et al. [4] is used for approximating the effective zone. The reinforcement bar experimental strain profile data of a 400mm length RC prism published by Houde [5] is further used as the basis for the explanation of the procedure. Since the strain data is unsymmetrical, as can be easily seen in Fig. 2a, both sides of the strain profile were averaged out to obtain a single smoothed out curve (Fig. 2b) for every available load level. A linear fitting procedure was carried out for the middle part of the averaged strain profile for every load level. The point at which the
approximated line intersects the maximum strain for the appropriate load level is considered the end of the damage zone, therefore the length is the distance from the edge of the RC element to this point. For a visual comparison the fitted lines are plotted over the original strain profiles in Fig. 2c.

Figure 2. a) Experimental reinforcement strain distributions, b) linear approximations at different load levels on the experimental strain profiles with both sides averaged out and c) the linear approximations superimposed on the full strain profiles load levels

Following the same approach, the damage zone length was established for other tensile specimens presented by Houde [5] and Kankam [6]. The obtained lengths were then normalized by the bar diameter and plotted against the stress level instead of reinforcement strains. This way, the further regressed damage zone model is more universal, i.e. can be easily applied to other reinforcement types, such as glass or carbon fibre reinforced plastic bars (GFRP, CFRP and etc.). Linear regression is applied to the data points and the achieved fit is shown in Fig. 3 by the solid line, for simplicity another regression model with an intercept at zero point is developed.
Figure 3. The regressed (solid line) and simplified (dashed line) damage zone models normalized by reinforcement bar diameter

Since the original data is of strain profiles, both simplified damage zone models are shown in Eq. (5), related to strains and stresses, obtained by multiplying the strain values with the appropriate elasticity modulus.

\[ l_d = \frac{1}{3} \varepsilon_s \phi_s \approx 0.00167 \sigma_s \phi_s \]  

(5)

2.3 Relating mean crack spacing to a reference \( l_{cr,ref} \) value

The suggested technique enables the estimation of mean crack spacing for a variety of combinations of bar diameter and reinforcement ratio values. This is achieved by relating them to a known \( l_{cr} \) value of a reference RC element. The crack spacing value can be found by either numerical means or experimentally. As the proposed method depends on just a single reference RC prism with a reference bar diameter \( \phi_{ref} \) and reference reinforcement ratio \( \rho_{ref} \) for which the reference mean crack spacing \( l_{cr,ref} \) is known, it is best to use the bar diameter for which a significant number of specimens exists. A 14mm steel reinforcement bar is chosen as the reference, based on experimental data [7]-[13]. The mean crack spacing value \( l_{cr} = 162 \text{mm} \) was established from 45 specimens, all with 100x100mm concrete cross-section (represents a reinforcement ratio of 1.54% for the 14mm bar) but variable concrete strengths. The mean crack spacing has been shown previously [10] to be independent from concrete strength. The spacing values are slightly scattered but visibly unaffected by concrete class, as shown in Fig. 4. The chosen concrete section dimensions are fixed in this investigated in order to further isolate one key variable, the reinforcement bar diameter and the connected reinforcement ratio.

While in this paper further explanations are based on this reference data, any other combination can be taken as the reference starting point, as long as the crack spacing value for that combination is known with enough certainty.
2.4 Assumptions of the model

With respect to the main principles presented above, the following assumptions can be deduced:

- The approach considers the stabilized cracking stage, thus the distance between cracks will not change as no new cracks will appear.
- Reinforcement strains within the effective zone are defined by a linear shape function.
- The bond-slip model for the effective zone is identical for all RC elements under investigation, regardless of reinforcement ratio or bar diameter.
- Tension softening stresses in the cracked sections are neglected.

3. Derivation of the Crack Spacing Model

1) Initially, the reference mean crack spacing value \( l_{c,\text{ref}} \) is established numerically or experimentally for a reference tension RC element with a reference steel bar diameter \( \Theta_{\text{ref}} \) and reference reinforcement ratio \( \rho_{\text{ref}} \).

2) For the selected reference element, the mean strain value \( \bar{\epsilon}_m \) is calculated for a given axial load \( P_i \) using the method given by Eurocode 2 [14] (any method based on the smeared crack approach can be used).

3) Since the initial load level is given, the reinforcement strains \( \epsilon_{\text{max}} \) at the location of the crack are known and the damage zone length \( l_d \) can be established.

4) Due to the assumption of fully damaged bond in the damage zones, the reinforcement strains at the end of the effective zone are the same as at the location of the crack, hence the general reinforcement strain shape function (Eq. 3) can be further adapted for half of the effective zone to reflect this:
\[ \varepsilon_{\text{max}} = \varepsilon_0 + a_1(0.5l_{\text{eff}}) \]  
\[ \text{(6)} \]

5) Following the key principle of this approach, the mean strains calculated by the smeared crack approach (Eurocode 2) are equated to the mean strains obtained by the stress-transfer approach. Given the damage zone with constant strains and effective zone described by a linear shape function, this equality can be expressed as:

\[ \varepsilon_{\text{max}} \cdot l_d + \varepsilon_0(0.5l_{\text{eff}}^2) + 0.5 \cdot a_1(0.5l_{\text{eff}})^2 = \varepsilon_m \cdot (0.5l_{\text{cr,ref}}) \]
\[ \text{(7)} \]

6) The reinforcement minimum strains \( \varepsilon_0 \) and slope \( a_1 \) are then found for the reference element by solving the system of equations comprised of Eq. 6 and Eq. 7.

7) Bond stresses can then be found by differentiating the reinforcement strain shape function. For simplicity, concrete strains are neglected. The final differentiated expression reveals constant bond stresses:

\[ \tau(x) = \frac{E_s \phi_s \varepsilon_s(x)}{4} \]
\[ = \frac{E_s \phi_s}{4} \cdot a_1 \]
\[ \text{(8)} \]

8) Having established the bond stress for the reference RC prism, average distances between cracks can be estimated for any combination of bar diameter and reinforcement ratio. The assumption that bond-slip relationship is the same for other RC ties, regardless of bar diameter or reinforcement ratio ensures that the minimum strain \( \varepsilon_0 \) is fixed for all investigated cases and that the slope \( a_1 \) for any other bar size can be easily found by rearranging Eq. 8:

\[ a_1 = \frac{4\tau}{E_s \phi_s} \]
\[ \text{(9)} \]

9) With the shape function coefficients easily obtainable for other RC elements, the principle of compatibility of mean strains of the smeared and stress-transfer approaches must be ensured in order to obtain the appropriate mean crack spacing value. This can be easily solved numerically, by altering the required loading level, expressed as reinforcement strains \( \varepsilon_{\text{max}} \), or the effective zone length \( l_{\text{eff}} \) until the mean strain equality condition is met. The distance between cracks \( l_o \) is then found from Eq. 4 for the element under investigation.

4. Crack spacing analysis

The newly proposed approach is applied for investigating crack spacing of a variety of bar diameters and reinforcement ratios, including the experimentally gathered data. In order to obtain results with greater validity, experimentally obtained mean crack spacing values were collected from different experimental programs of 100x100mm RC ties with bar diameters ranging from 10 to 20mm [7]-[13]. In total 173 different specimen crack spacing values are gathered, of which 49, 11, 45, 20 and 48 specimens were of RC prisms reinforced with 10, 12, 14, 16 and 20mm bars respectively. Average crack spacing values were further calculated and
found to be 216mm, 183mm, 161mm, 150mm and 138mm respectively for the 10, 12, 14, 16 and 20mm diameter bars. As previously discussed, the selected reference reinforcement ratio and reference bar diameter are based on this experimental data and taken as $\rho_{\text{ref}} = 1.54\%$ and $\Phi_{\text{ref}} = 14\text{mm}$, respectively. Accordingly, $l_{cr,\text{ref}}$ is taken as the mean value from 45 specimens as 162mm. The loading level for the reference member was taken as a service load inducing 300MPa stresses in the reinforcement. An example of the strain profiles obtained for 10, 14 and 20mm bars by this approach is shown in Fig. 5 for $f_{cm} = 30\text{MPa}$ and $f_{ct} = 2.9\text{MPa}$. Varying reinforcement ratios of 1.54%, 2% and 3% are shown as well. Several important aspects are clearly illustrated such as the constant strains representing the damage zone, the fixed minimum strain $\varepsilon_0$ for all cases and varying slope $a_1$, depending on the reinforcement bar size.

![Figure 5. Strain profiles of 10, 14 and 20mm diameter bars for 1.54, 2 and 3% reinforcement ratios](image)

For comparison with the experimental data, analyses were carried out for three mean concrete compressive strength values of 30, 40 and 50MPa, respectively the tensile strength was estimated from Eurocode 2 for the given concrete strengths. The averaged results are presented in Fig. 6 together with the experimental average crack spacing values and values obtained by Model Code 2010 [15] for comparison. The data obtained by the suggested approach is of excellent agreement with the experimental results and of greater accuracy than values estimated by the Model Code 2010. While comparisons were made to the code predictions, the authors would like to emphasise the early development stage of these ideas. The methodology should be used at the conceptual level, to further research the underlying ideas. The proposed approach relies on two limited deformation parameters, the reinforcement strain value at the middle of the investigated concrete block $\varepsilon_0$ and the reinforcement strain value at the location of the crack $\varepsilon_{\text{max}}$. This is due to the assumption of the linear deformation profile, obtained from relatively limited experimental data. As the proposed approach equates the mean strains of the strains obtained from the code to the mean strains determined by the strain profile, either of the two strain parameters $\varepsilon_0$ or $\varepsilon_{\text{max}}$ are the key parameter that can be modified to ensure this strain compliance condition. The authors chose the minimum strain in this paper but would like to point out the benefit of relying on the fixed strain at the crack: the
iterative procedure could be removed altogether, as there would be no need to recalculate the mean strains predicted by the chosen method.

![Figure 6. Crack spacing comparison between the proposed approach, Model Code 2010 and experimental data and their average values](image)

5. Conclusions

An innovative new approach for modelling crack spacing of RC tension elements is presented in this study. The suggested method relies on several key principles, such as dividing the distance between cracks into separate regions identified as the effective and damage zones for which strains are described by different behaviours. The most significant aspect is the compatibility of two different approaches, the smeared crack and the stress-transfer approaches, which is ensured by the equality of mean strains estimated by said approaches. Keeping bond-slip relationship identical for every investigated element allows the mean crack spacing value to be determined. The key benefits of the suggested method are that it is a simple, mechanically sound and transparent approach, which does not rely on empirically obtained relations or constants. These attributes make it a very attractive option for investigating cracking behaviour, particularly crack spacing, instead of relying on semi-empirical approaches, commonly found in design codes. The only requirement by the approach is to have a single validated data point for a chosen reference tension RC element and any other configuration of reinforcement ratio and bar size can be investigated. A crack spacing analysis was carried out for the experimental data and the findings revealed that the proposed approach produces very accurate results when compared to experimental data. Finally, the authors want to encourage future discussion and research into this proposed methodology for investigating the cracking behaviour of concrete elements, as the ideas are quite new and are in the early stages of development, still in need of solid ground to build from.
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Abstract

The interaction of reinforcement and the surrounding concrete is fundamental to the understanding of the behaviour of reinforced concrete. There are a number of aspects to this problem which include an understanding of bond behaviour, cracking behaviour and the related problem of tension stiffening. The phenomenon of cracking and the structural behaviour of cracked reinforced concrete are topics of current investigation. This paper presents the use of a Fibre Bragg Grating optical system for measuring steel strains, bond stress and slip of a reinforcing bar relative to its surrounding concrete, between cracks. Tests were performed on concrete prisms of 260 mm length. Specimens were reinforced with 10 and 20 mm diameter ribbed bars. The bars had been instrumented along the edge to accommodate a longitudinal narrow groove in which two arrays of FBG sensors were installed. The obtained strain profiles of the specimens for various loading levels are presented. A brief description is given a newly proposed method to determine the mean crack spacing of RC ties. The experiments serve in part as a way to validate key assumptions of the proposed approach and in part as a way to test the Fibre Bragg Grating optical sensing system for strain measurement.

1. Introduction

Recently the authors proposed a simple, mechanically sound and transparent analytical approach for crack distance analysis of RC ties [1]. The philosophy behind the proposed methodology is to establish the mean crack spacing through the compatibility of the discrete cracking and smeared cracking approaches. The mean crack spacing is obtained by equating the mean strains of both approaches. The bond stress-transfer approach governs the strain distribution of the reinforcement between the consecutive cracks, whereas the smeared approach provides the estimated mean strain of the element. The strain distributions of reinforcement are investigated in this paper experimentally for short RC prisms as the average
deformation behaviour of a cracked concrete element can be reasonably represented by a reinforced concrete block of the same length as the mean crack spacing value \( l_{cr,m} \), furthermore, bond stress can be estimated from the strain distributions as given in Eq. (1):

\[
\tau(x) = \frac{E_s \varnothing_s d \varepsilon_s}{4} \frac{d \varepsilon_s}{dx}
\]

where \( E_s \) is the Young’s modulus of reinforcement, \( \varnothing_s \) is the diameter of the bar, \( \varepsilon_s \) is the strain.

Reinforced concrete as a structural material is defined by very intricate characteristics that are highly nonlinear in nature that are essential to better understanding of the physical behaviour of this composite material. One of the more complex of these aspects is the bond behaviour between concrete and reinforcement bars. This interaction is often assumed to be perfect in classical modelling approaches for simplicity but actually highly complicated local phenomena occur at this interaction zone that causes effects, such as slippage, when the longitudinal displacements of the surrounding concrete and reinforcement at any section are different. This bond-slip behaviour affects the distribution of strains within the reinforcement bars and concrete. While it is possible to investigate the bond directly, as done by Lahnert et al [2] using a magnetic approach, other simpler indirect experimental methods are often employed. The most commonly used ones focus on measuring the strain distribution within the reinforcement bars. One way to accomplish this is to glue the strain gauges on the surface. The other common way is to install the strain gauges inside the reinforcement bar. Mains et al [3] was one of the first to apply this method by cutting the bars in half, and setting up the strain gauges inside a longitudinal groove along the centre of the bar then welding the two sides back together. This approach is commonly used by researchers [4]-[6]. Recently, more sophisticated solutions have been introduced [7]-[8] for measuring the strains within the bars, like Fibre-optical sensing using a Bragg Grating system. While a Fibre Bragg Grating system allows to measure strains at specific locations spaced at certain distances, another advanced method involving optical frequency domain reflectometry that allows to obtain more truly distributed strain measurements along the entire length of the fibre [9]-[10].

FBG based optical sensors are employed in this work for measuring reinforcement strains of RC prisms, reinforced with 10 and 20mm diameter bars. A longitudinal groove is milled in the bars in which fibre optic arrays with FBG sensors are installed. Strains are measured up to 500MPa of induced stresses in the 10mm bar and 300MPa induced stresses in the 20mm bar specimen. Along with the experimental results, a brief introduction to an innovative crack spacing modelling approach is presented in this paper as well as a flowchart of the algorithm. Reinforcement strain profiles are necessary to validate the proposed crack spacing modelling technique, which relies on several key assumptions, such as the introduction of the effective and damage zone concepts. A linear shape function is assumed for the strain distribution within the effective zone. The obtained strain distributions are used to provide insight on this approach and the underlying assumptions, as well as to advance the theoretical research.
2. Crack spacing estimation using an innovative approach

A new approach is proposed for predicting mean distance between cracks of RC elements undergoing tension [1]. The main concepts involved in this method are the compatibility of the discrete (stress-transfer) and smeared crack approaches, introduction of the effective and damage zones. Reinforcement strain distribution is considered to follow two separate laws in these zones, strains are constant in the damage zone near the cracks, due to the assumption of fully damaged bond, whereas strains in the effective zone are governed by a known shape function, assumed to be a linear function with \( a_i \) and \( \epsilon_0 \) describing the slow and constant of the equation, respectively. The expression for the shape function is given in Eq. (2). The shape function is assumed for half of the strain distribution, starting from the middle and moving towards the crack. Applying the shape function to only half of the effective zone further simplifies the relationship and has the added benefit of defining the shape function constant as a physical parameter, the minimum strains at the centre of the block between cracks.

\[
\epsilon_s(x) = \epsilon_0 + a_i x
\]  

(2)

where \( \epsilon_0 \) is the constant term of the shape function, representing the minimum strains, \( a_i \) is the slope.

The damage zone was found to be dependent on the loading level [1] and was expressed in relation to the reinforcement bar strains at the location of the crack and the diameter of the bar. This relationship was further modified and the equation given in Eq. (3) was obtained. This equation was further related to the stresses in the reinforcement, as this enables the damage zone model to be applied for other types of reinforcement, such as GFRP, AFRP or CFRP bars.

\[
l_d = \frac{1}{3} \epsilon_s \sigma_s \approx 0.00167 \sigma_s \sqrt{s}
\]  

(3)

Where \( \epsilon_s \) is the strains of the reinforcement at the location of the crack, \( \sigma_s \) is the stress in the reinforcement.

The mean reinforcement strains obtained by the smeared crack and discrete crack approaches are equated in order to guarantee compatibility. Another significant aspect is relating the crack spacing of elements to a specific reference RC element, with a reference bar diameter, reinforcement ratio and a well mean established mean crack spacing value. A simplified flowchart of the suggested approach is given in Fig. 1. As this method relies on several assumptions related to the distribution of strains within the reinforcement bar, additional experimental data is necessary to further increase the validity of this method. This is achieved by measuring the experimental strains in RC ties of a certain length, representing the distance between cracks, of specimens with different bar diameters. Details of the carried out experiments are presented further in this work.
3. Experimental setup

3.1 Specimens
Double pull-out experiments were carried out on 150x150mm and 100x100mm section reinforced concrete prisms reinforced with 20 and 10mm diameter steel bars, respectively. Both prisms were of 260mm length. The length of the prism was estimated to represent a crack spacing long enough to accommodate the full stress transfer distance but short enough for transverse cracks to appear.

3.2 Material properties
The concrete was made with ordinary Portland cement, natural pit sand (4mm maximum grain size) and graded gravel of 10mm maximum size. The exact proportion by weight is 1:2.5:3, the water to cement (w/c) ratio is 0.5. Tests of standard concrete cube samples revealed the cubic strength to be 54.34MPa after 28 days and the cylindrical strength to be 45.45MPa. The elasticity modulus of the steel bars were found to be 202.5GPa and 204.4GPa for the 10 and 20mm diameter bars, respectively.

3.3 Fibre Bragg Grating system
A Fibre Bragg Grating sensor based system was adopted for the experimental tests. These sensors are relatively small in size and many can be fitted in series on a fibre, therefore they
are well suited for the intended reinforcement bar sizes, specifically the 10mm bar. Since the system incorporates less cables, uses less space for the sensors, the 10mm bar will retain more cross-sectional area after bar preparation than the alternative strain measurement method of milling the bars and installing strain gauges in a cut out longitudinal groove along the centre of the bar (Fig. 2). The steel bars were prepared in advance and fitted with Fibre Bragg Grating (FBG) sensors for strain measurement at specific distance from each other.

Figure 2. Reinforcement bar section with installed FBG sensors along a longitudinal groove

Two separate arrays were installed with 6 FBG sensors each (Fig. 3), with 1 FBG sensor on one array reserved for measuring thermal data instead of strains. This sensor is required for compensating the thermal effects on FBG sensors. The temperature sensor is placed approximately at the centre of the specimen.

Figure 3. Fibre Bragg Grating optical sensor arrays

Tests were carried out with displacement controlled loading, but the equipment used allowed to record the appropriate load as well, that was used to estimate the stress level in the bars. Experiments were performed in a controlled environment, where the temperature was set at 20°C and relative humidity was of 65%. The specimens were tested up to different loading levels, as the testing machine was limiting the achievable deformations for the bars. The results is that the 10mm reinforcement bar was tested up to an equivalent of 500MPa stresses induced in the steel bar and the 20mm diameter bar specimen was tested up to 300MPa.
equivalent stress in the bar at the edge of the RC prism. Data from the FBG sensors was recorded after every displacement increment.

4. Experimental results

The data collected by the FBG sensors was processed to obtain the experimental strain distribution within the reinforcement bars. The strain profiles for the 10 and 20mm bars are presented at different loading levels in Fig. 4. As mentioned above, one sensor was used for monitoring temperatures required for calibration of the system, therefore no strain data is recorded for that segment. The grey dotted line in the figure represents this gap, as the thermal sensor was omitted.

![Strain profiles](image)

Figure 4. a) Reinforcement strain profiles of a RC prism reinforced with 10mm bar and b) 20mm bar.

Based on the deformations presented in Fig. 5, the following findings can be mentioned:

1. Reinforcement strains of 10 and 20mm diameter bars are visibly different. The assumption of a linear strain shape function in the proposed theoretical approach seems to be valid for the 10mm bar, whereas the strain distribution of the 20mm bar exhibits a different character with a clearly expressed horizontal part in the centre of the prism. Omitting this flat segment, the strains are visibly closer to the ones of the 10mm bar.
2. The growth of reinforcement strains in the zones close to the cracks significantly decreases for both specimens. The bond stress equation given in Eq.1, implies that bond in the vicinity of the cracks is damaged. Current tests support the previously reported results that relate the length of the damage zone with the diameter of reinforcement bar [1].

6. Conclusions

Experimental strain profiles of two RC prism specimens reinforced with 10 and 20mm diameter bars undergoing tension are obtained for various loading levels using a Fibre Bragg Grating optical sensing system. The strain distributions revealed the presence of damage zones in the areas next to the cracks and different behaviour between strains of 10 and 20mm diameter bars. The middle section of the 20mm bar strain profiles is visibly more horizontal, therefore a change in bond behaviour can be deducted. The 10mm bar strain distributions can be approximated using a linear strain shape function that validates the assumption of the theoretical model. The strains of the 20mm bar are visibly not linear but neglecting the horizontal segments gives similar strain profiles as for the 10mm bar, that clearly displays more linear behaviour. The FBG system yielded precise and reliable strain measurements of reinforcement up to high loading levels, representing the yielding of reinforcement without the fibres getting damaged due to excessive deformations.
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Abstract
Research has shown that polyolefin fibres can meet the requirements of the standards that consider post-cracking effectiveness of fibres when it comes to the design of structures made of fibre reinforced concrete (FRC). Experimentally observed fracture behaviour has shown a remarkably reliable performance of polyolefin FRC, even when modifying the concrete type, the pouring and compaction procedures as well as mould sizes. A numerical model, based on the cohesive fracture approach, is proposed for modelling the fracture processes of macro-polymer fibre reinforced concrete (PFRC). Such a model has been successfully applied by the authors to plain concrete and even non-isotropic cohesive materials. In this work, it is extended to PFRC by means of an adapted tri-linear softening law. The model is implemented in a finite element programme by means of an embedded crack. The main advantage in comparison with other approaches is that it does not require re-meshing during crack growth. Numerical simulations of experiments carried out by the authors, show how the proposed model may simulate fracturing of PFRC. The conclusions of this study provide a better understanding mode I fracturing and could enhance future modelling and structural design of PFRC.

1. Motivation
Concrete brittleness has been conventionally reinforced with continuous steel-bar reinforcing placed in the tensile zone of structural members such as beams, slabs and columns. The combination of steel corrugated bars and concrete has been the most common composite material in construction [1]. The section forces can be balanced in structural members by taking advantage of the best performance of each material: compression stresses by concrete and tensile stresses by steel. Nonetheless, the developing of micro-cracks and macro-cracks by the sole use of continuous reinforcing still cannot be even slowed [2]. Having steel-bar reinforced concrete (RC) has become the par-excellence solution for structures over the last
100 years. In such a sense, the possibility of partial or even total substitution of steel-bars by steel fibres not only allows a reduction of the cost of the structure but also provides other improved properties, mainly due to the increase in ductility. Once accepted as being viable, such substitution boost industrial developments and research into fibres and leads to production of new types of fibres with varied shapes and possibilities.

While the good performance of steel combined with concrete is widely reported, it does also have certain drawbacks. For example, steel is potentially corrodible in nature and, in addition, is expensive to purchase, store and handle. Durability issues about steel fibre reinforced concrete (SFRC) continue to concern engineers and industry and the development of plastic industry allowed the production of chemically stable fibres [3]. The efforts of plastic industry have recently sought a new generation of polyolefin-based fibres inert in an alkaline environment and with structural benefits [4]. While polyolefin fibre reinforced concrete (PFRC) has considerable residual tensile strengths, additional research is required for better comprehension of this composite material.

The contribution of polyolefin fibres in the residual stages of PFRC has been the topic of previous research work, mainly focused on flexural tensile strength [5, 6]. These polyolefin fibres appeared as an alternative to steel fibres which a contribution to the structural design that was provided by using residual flexural strengths obtained in standard bending tests on notched beams [7]. Such strengths were considered in some concrete design standards [8, 9, 10] in design for the service life and ultimate state of the structure. In order to do so, constitutive relations could be built by using the procedure based on steel-fibre reinforcement [11]. However, the assessment of the fracture properties of PFRC has shown various significant differences from that of SFRC, especially for larger deformations than those typically considered [12, 13]. Considering the constitutive relations of SFRC in the codes for PFRC, there is an absence of extensive studies, with some authors even concluding that it overestimates use of polyolefin fibres [14]. As analysis is still needed, building a constitutive relation suitable for the structural design of PFRC is a topic of this study.

When providing constitutive relations of PFRC in associating the stress with the deformations, the use of inverse analysis approaches has reproduced the behaviour under flexion of SFRC [15]. There is a lack of published research on polyolefin macro-fibre reinforcement of concrete. Based on the post-cracking response of the experimental campaign of PFRC, it is possible to perform a numerical inverse analysis and hence obtain the parameters that define the material behaviour. That is to say, it is possible to fit experimental data with an iterative method and numerical simulations by using, in this study, a cohesive crack approach. Such a procedure was followed with the aim of fitting the constitutive relations from the experimental tests performed in PFRC fracture tests.

The significance of this research lies in the reproduction of the fracture behaviour of PFRC of previous experimental campaigns [16, 17] by means of cohesive fracture models and the finite element method (FEM). It is worth emphasising that the fracture results used for the inverse analysis were obtained with a dosage of 6kg/m³ of 60mm-long polyolefin fibres with several modifications in the concrete properties, pouring methods and specimen sizes. Therefore the constitutive models supplied by this study encompass a wide range of possibilities in the use of PFRC.
2. Experimental curves

The shapes of the fracture curves of PFRC are remarkably different from those of SFRC, as well as the fracture behaviour described in previous research [16]. The typical curves showed three remarkable turning points, as first examined in reference [13]. As can be seen in Figure 1, the first turning point took place when the loading-process reached the maximum value and only a few inelastic processes were apparent (the behaviour of concrete is mostly linear if compared with subsequent stages). The turning point where the load reaches the maximum is commonly known for all types of FRC as load at the limit of proportionality \((L_{LOP})\), with it being the overall maximum load also in the case of plain concrete. A softening behaviour may also be identified for PFRC after \(L_{LOP}\). The softening behaviour is a distinctive characteristic in plain concrete fracture leading to the specimen failure and collapse. Yet the polyolefin fibres can absorb the energy released by the concrete in the fracture processes by so-called fibre bridging and change the loading tendency. At such a point, the curve reaches the minimum post-cracking load \((L_{MIN})\), while another uploading process starts again. The end of the load-increasing-ramp is the third remarkable point of the curve (the maximum post-cracking remaining load \((L_{REM})\) is shown in Figure 1). The descending slope drawn after \(L_{REM}\) continues until the end of the test. It should be noted that all the PFRC specimens had this behaviour and none failed or collapsed, showing improvements in ductility and toughness with respect to plain concrete. This description of the fracture curves was found in previous literature [10, 16, 28] and compared with SFRC. The references established that beyond the strength values of the regulations, the behaviour of PFRC was defined by the definition of three such turning points \((L_{LOP}, L_{MIN} \text{ and } L_{REM})\) in contrast with the use of SFRC.

![Figure 1: Schematic shape of the typical load-deflection curve obtained in a fracture test of polyolefin fibre reinforced concrete with its singular three turning points as described in references [10, 16, 28]](image)
The comparison with steel fibres and even the combination of steel and polyolefin fibres has also been assessed in previous studies [18]. However, not only the fibre characteristics and dosages but also the placing conditions and formwork geometry influence the final behaviour of the material [19, 20]. In order to assess such variations, specimens manufactured with two types of concrete, several sizes and pouring methods were tested with the aim of analysing the fracture behaviour in previous references [16, 17]. All had an influential factor compared with the reference standardised self-compacting concrete (SCC) and vibrated conventional concrete (VCC). This can be better understood by seeing Figure 2. It should be noted that the only common feature is that all had the same fibre dosage.

Figure 2: Specimens and structural elements manufactured with concrete reinforced with 6 kg/m$^3$ of 60 mm-long polyolefin fibres in the reference [16]

Additional information about the experimental campaign can be found in reference [16]. It is worth noting that several material parameters are needed in order to simulate the behaviour. In the study, fracture energy as a function of several deformations, compressive strength, elasticity modulus and indirect tensile strength was assessed. Therefore, the starting point of these numerical calculations was based on the results of a wide experimental campaign. Regarding the mechanical properties, the overall results of compressive strength, indirect tensile strength and elasticity modulus were in line with those of reported in the literature [12, 13]. There was no decreasing of the main mechanical properties in the hardened state. As regards the two types concrete, SCC and VCC, it should be highlighted that mix proportionings were designed in order to provide similar fracture energy in the formulations of plain concrete. In such a way, the differences found in the fracture results could be analysed in terms of the variations produced in the fibre positioning.

With the aim of obtaining an overall view of the behaviour of PFRC with 6 kg/m$^3$ (PFRC6), the results under flexural tensile tests of all the concrete types are shown in Figure 3. The fracture energy obtained was similar for all the deformations and the coefficient of variation remarkably limited. This means that PFRC6 behaved in a significantly similar manner even with the large variety of affecting factors. This is shown in the fracture curves obtained which did not show significant differences either in shapes or in residual loads. The figure shows the confidence interval that would be obtained by keeping the fibre dosage and length steady. The
works performed in this study were focussed on achieving the constitutive models capable to reproduce such a confidence interval and the mean curve with deformations up to 6mm and with this dosage of 6 kg/m³.

Figure 3: Load – deflection curves of the PFRC6 with 60 mm-long fibres [16].

3 Numerical calculations

The use of the cohesive crack model proposed by Hillerborg [21] to approach the fracture behaviour of quasi-brittle materials has obtained successful results for concrete-like materials, as shown in [22]. It requires the definition of a softening function as a material property that relates the stress across the crack $\sigma$ with the crack opening $w$. Hillerborg later extended the proposal to fibre reinforced concrete [23]. It was also shown as a suitable model in assessing the fracture behaviour of anisotropic materials such as brickwork masonry or functionally graded FRC [24, 25, 26]. In such a sense, the use of embedded crack models has allowed analysis to be performed in which the need of a tracking algorithm is avoided. This permits the finite element to adapt itself in the stress field as long as the crack opening remains under a low threshold [27]. These elements have the crack embedded on them. The main assumptions and the mathematical description of the model are described in detail in such published research.

In the case of the present study, the model previously described has been implemented in ABAQUS by using the subroutine UMAT and an auxiliary external file with the coordinates of the nodes and elements. When the crack remains at null, $w=0$, the element behaves elastically. Once the tensile strength is exceeded, the crack is introduced perpendicularly to the direction of the maximum principal stress. In such a situation, the computational procedure avoids the formation of quasi-orthogonal cracks and the crack adaptation at the
element level fixes a crack direction with no further adaptation. Previous works have shown that these procedures bear resemblance to other work in avoiding crack locking [24].

3.1 Material behaviour and softening curves

The cohesive models have shown themselves to be apposite in order to reproduce the post-cracking behaviour of FRC. The model implemented behaves elastically until the tensile strength of the material is reached. Up to this limit the crack opening remains null. Once the tensile strength is exceeded, the material behaves according to the proposed softening function. At the time of writing, the constitutive relations proposed by recommendations [8, 9, 10] were bilinear or tri-linear softening functions that could not represent the reloading branch of PFRC in fracture. Research has shown that after the first unloading process [26] there is a branch that represents the fibre bridging. Such an intermediate stage is dependent on the type of fibres used and continues up to deformations in which the fibres fail or slip. Nonetheless, it is worth noting that these types of tri-linear curves have been successfully used for the cases of intermediate branches with soft-unloading or even flat stages. Figure 4(a) and Figure 4(b) show tri-linear constitutive relations used for SFRC which may be studied in more detail in references [28, 29].

The need of a branch with recharging strength, such as that presented in this paper, can be considered as a significant advance for the simulation of PFRC and other materials with this residual behaviour. The shape chosen for the numerical simulations presented may be seen in Figure 5.

![Figure 4: (a) tri-linear softening curve including an initial softening branch [28]; (b) tri-linear softening curve including a kink point [29].](image)

The position of each of the turning points defines the subsequent stretch of the constitutive relation. Since the initial slope after $L_{LOP}$ (see Figure 5) was similar to the well known one found in plain concrete, the first branch was defined by following the exponential function widely accepted for such a type of concrete. That is to say, the softening curve initially followed this exponential shape up to a value of cohesive stress and crack opening denominated $C_{min}$ in which the cohesive stress started to reload. This strength recuperation was defined with a straight step that ended when the turning point named $C_{REM}$ was reached. After $C_{REM}$, the final failure was simulated with another straight branch that finished at the point called $C_F$ with null cohesive stress. The bounds of the performance of PFRC with a dosage of 6 kg/m$^3$ were considered to be those shown in Figure 3. The use of the data
obtained in this paper is noteworthy and can represent all the changes in rheology and formworks typical in real construction tasks. Therefore, if the model represents these changes, the finding would be of significance for any future structural design. In order to do so, the values of $C_{\text{min}}$ and $C_{REM}$ were moved up and down with the experimental scatter in order to capture the confidence interval of the experimental testing by means of the numerical simulations. It is also worth noting that the first point of the constitutive relation, $f_t$, was considered with a stress value of 3.5 MPa.

![Tri-linear softening curve proposed for PFRC](image)

Figure 5: Tri-linear softening curve proposed for PFRC in this paper.

### 3.2 Results of the numerical simulations

As can be seen in Figure 6, the results of the numerical calculations were remarkably close to those of the experimental campaign. Table 1 supplies the values of the key point in the previously mentioned constitutive relations. The significance of these results is shown in the better understanding of the material behaviour subjected to Mode I of fracture. That is to say, future modelling and design procedures and codes could be significantly enhanced by considering the results of this study.

Table 1: Position of the turning points for the numerical simulation of PFRC with 6 kg/m³ of polyolefin fibres

<table>
<thead>
<tr>
<th></th>
<th>$C_{\text{min}}$</th>
<th>$C_{REM}$</th>
<th>$C_F$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>w(mm) $\sigma$(MPa)</td>
<td>w(mm) $\sigma$(MPa)</td>
<td>w(mm) $\sigma$(MPa)</td>
</tr>
<tr>
<td>Upper performance</td>
<td>0.072 0.503</td>
<td>2.250 0.784</td>
<td>7.500 0.000</td>
</tr>
<tr>
<td>Mean performance</td>
<td>0.082 0.389</td>
<td>2.250 0.900</td>
<td>7.500 0.000</td>
</tr>
<tr>
<td>Lower performance</td>
<td>0.090 0.311</td>
<td>2.250 1.200</td>
<td>7.500 0.000</td>
</tr>
</tbody>
</table>
4. Concluding note

A cohesive fracture approach was proposed for numerical modelling the fracture behaviour of PFRC. The model has been implemented successfully and can be used for a class of materials ranging from plain concrete to non-isotropic cohesive materials. In the present contribution, it has been extended to PFRC by means of adapting a tri-linear softening law. Numerical simulations of experiments underline that the proposed model may simulate fracturing of PFRC. Experimentally observations scatter intervals could be accurately reproduced by modifying the parameters of the softening function.
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Abstract
The embedment of bender-extender elements in cement-based materials for assessment of the early development of mechanical properties is a relatively unexplored field. This technique provides the opportunity of embedding piezoelectric elements (emitter and receiver) into the tested material at the fresh state, generate waves and assess the velocity of propagation. It has the interesting feature of allowing distinct frequencies of wave to be explored at the several stages of stiffening of the testing material, thus maximising signal intensity and facilitating the identification of velocities. This paper presents an exploratory application of bender-extender elements to cement paste specimens, in parallel with other established experimental techniques, such as the Vicat needle, ultrasound pulse velocity measurements (with external probes), measurement of E-modulus through cyclic compressive testing and continuous assessment of the E-modulus of the cement paste through EMM-ARM. The results are evaluated and discussed in an integrated manner and conclusions are drawn in regard to the potential of using bender-extender elements in cement-based materials.

1 Introduction
The experimental characterisation of the behaviour of cement-based materials since early ages has been tackled by many researchers through a wide range of techniques. The use of non-destructive techniques based on wave propagation has been subject of wide discussion and developments, both in view of the type of propagated waves (e.g. P or S wave) [1], but also on the methods to identify the velocity of the waves (e.g. time or frequency domain methods) [2]. A relatively recent contribution by Zhu J., et al. [3] has shown the feasibility of adopting bender extender elements for wave propagation assessment in cement based materials. Bender extender elements are composed of piezoelectric plates that are normally coated by an epoxy resin, which are able to generate and measure waves in the tested material. Even though this technique has been widely applied in the study of cohesive soils, the application to cement-
based materials is still at its infancy. The present work aimed to contribute in such field of research, particularly by implementing and testing the application of bender-extender elements in the evaluation of hardening cement pastes since very early ages. This paper reports a proposed test setup and its pilot experiment applied for two distinct cement pastes. In parallel to this, complementary experimental techniques have been used for comparative purposes: (i) EMM-ARM, (ii) cyclic compression tests for E-modulus assessment, (iii) ultrasound pulse velocity measurement, and (iv) Vicat needle testing. The discussion of obtained results allows obtaining insights about the possibilities and challenges brought about by applying bender-extender elements to the characterisation of cement-based materials.

2 Experimental Program

2.1 Materials

The experiments were conducted on two cement pastes containing Type I and II Portland cement, respectively, while having the same water-to-cement ratio. The mixture proportions of the cement pastes as well as the corresponding nomenclatures are presented in Table 1.

Table 1: Cement pastes adopted in this research work.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Cement type</th>
<th>w/c ratio</th>
<th>Density (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>c32.5</td>
<td>CEM II/B-L 32.5 N</td>
<td>0.50</td>
<td>1787.4±4.0</td>
</tr>
<tr>
<td>c42.5</td>
<td>CEM I 45.5 R</td>
<td>0.50</td>
<td>1840.3±4.1</td>
</tr>
</tbody>
</table>

2.2 Experimental program and procedures

The experimental program involved the assessment of the E-modulus of both cement pastes through 4 distinct methods: bender-extender elements (BE), ultrasonic pulse velocity (UPV), EMM-ARM, and classic cyclic compression (CC). Penetration resistance was also measured through Vicat needle testing, according to EN 196-3:2005. The details about the procedures used in each method are presented in the next section. The list of all the specimens used during this experimental program, comprising the two cement pastes under study is shown in Table 2. BE, UPV and EMM-ARM tests were performed continuously since casting, whereas the cyclic compression tests were conducted at the ages of 2, 3, 7, 14 and 28 days.

Table 2: Specimens used in the study.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Cement paste</th>
<th>Monitoring method</th>
</tr>
</thead>
<tbody>
<tr>
<td>32.5-Vic</td>
<td>c32.5</td>
<td>Vicat</td>
</tr>
<tr>
<td>32.5-CC</td>
<td>c32.5</td>
<td>CC</td>
</tr>
<tr>
<td>32.5-BE</td>
<td>c32.5</td>
<td>BE</td>
</tr>
<tr>
<td>32.5-UPV</td>
<td>c32.5</td>
<td>UPV</td>
</tr>
<tr>
<td>32.5-EMM</td>
<td>c32.5</td>
<td>EMM-ARM</td>
</tr>
<tr>
<td>42.5-Vic</td>
<td>c42.5</td>
<td>Vicat</td>
</tr>
<tr>
<td>42.5-CC</td>
<td>c42.5</td>
<td>CC</td>
</tr>
<tr>
<td>42.5-BE</td>
<td>c42.5</td>
<td>BE</td>
</tr>
<tr>
<td>42.5-UPV</td>
<td>c42.5</td>
<td>UPV</td>
</tr>
<tr>
<td>42.5-EMM</td>
<td>c42.5</td>
<td>EMM-ARM</td>
</tr>
</tbody>
</table>
In specific regard to the preparation of the cement pastes, the mixing operations were performed in an automatic mixer, according to the following procedure that conforms the recommendations of EN 196-1:2005: (i) introduce the cement in the mixer and immediately after add water (instant defined as “t=0”); (ii) start mixing at 500 rpm for 90 seconds; (iii) stop mixing during the following 90 seconds; (iv) resume mixing operation at 500 rpm for another 30 seconds. After the mixing process, the resulting cement pastes were poured into the moulds, which were simultaneously slightly vibrated for removal of air bubbles during the casting process. The time elapsed between mixing and the beginning of monitoring did not exceed 20 minutes for any of the continuous methods (BE, UPV and EMM-ARM). All these tests on c32.5 and c42.5 were performed under moist sealed conditions at 20°C and carried out for at least 7 days. The only exception to the mentioned situation corresponded to the CC specimens that were demoulded right before the first test (t = 2days) and were placed, unsealed, in a controlled environment with T = 20°C and RH = 60%.

3 Experimental techniques and protocols

3.1 Bender-extender elements (BE)

In the present work, the evolution of the velocity of ultrasonic waves was measured along hydration through bender-extender elements (BE), according to the test configuration shown in Figure 1a. In this study, T-shaped bender-extender elements made in the University of Western Australia were used, and they are schematically depicted in Figure 1b. These BE enable the measurement of P and S waves and operate in a wide frequency range, common for this type of probes. The setup consists of two BE probes, one transmitter placed on one side of the sample, as depicted in Figure 1b, and a receiver positioned on the opposite side. A single period wave, defined in a function generator (model TTI - TG1010A) with 0.1 mHz resolution, an accuracy of <10 ppm and a range of 0.1 mHz to 10 MHz, is transmitted to the sample and received in the opposite side of the sample by another BE probe. An oscilloscope with 16-bit resolution and a sensitivity of 10 mV/div to 20 V/div (PicoScope 4424) performs the analog-to-digital conversion of both emitted and received waves and transmits the digitised waves to the computer for signal processing.

![Figure 1: BE method (a) experimental set-up; (b) BE probe [units: mm].](image)

In order to avoid errors in the identification of the wave propagation time, special attention had to be given to the mould used for the BE methodology, due to the possible existence of
“cross talk” parasite waves [4]. However, as the usual operation of BE elements involves a wide frequency range that can start as low as 1 kHz, the distance between the probes must hence be higher, in comparison with the distance adopted for the UPV method. Preliminary tests in the scope of this research work have shown that a specimen sized 60×60×150 mm³, moulded inside extruded polystyrene walls is suitable for BE experiments on cement pastes. The probes were placed in the opposite faces of the mould that are separated by 150 mm, as shown in Figure 1a. In order to have a good coupling between the BE probes and the material they were fixed to the mould prior to casting and to allow measurements immediately after mixing. The choice of the best frequency for wave velocity assessment at each instant of testing was made by manually sweeping several frequencies in the range 1 to 50 kHz to obtain the highest output signal amplitude. At such frequency, the identification of the wave arrival time is facilitated, since the noise-to-signal ratio is at its lowest. It is considered reasonable to assume that within the range of frequencies used in this method, the travel time is independent of frequency, that is, the travel time remains the same regardless of the applied input frequency [5].

3.2 Ultrasound Pulse Velocity (UPV)

The test configuration adopted for this methodology is quite similar to the one described in the previous section for BE, except for the use of ultrasonic contact probes instead of BE probes. The contact probes were P-wave probes with operating frequency of 150 kHz and diameter of 25 mm. The size of the probes is considered to be adequate for application to cement pastes since its diameter is greater than the largest expected heterogeneity. The same prismatic mould mentioned for BE testing was used: 60×60×150 mm³. To allow measurements immediately after mixing, the UPV probes were positioned in advance in the opposite faces of the cross-section of the mould, at a distance of 60 mm, as shown in Figure 1a.

3.3 EMM-ARM

The cement pastes were tested with the corresponding version of EMM-ARM, as suggested by Granja J. [6], with the test apparatus shown in Figure 2. The accelerations at the free end of the composite beam were measured with an accelerometer 352C04 (sensitivity: 1 V/g; range: ±5 g) connected to a dynamic acquisition system NI 9234 with 24-bit resolution. The accelerations were recorded at an acquisition frequency of 200 Hz in packages of 120 seconds each 10 minutes.
3.4 Classical cyclic compression tests (CC)
Classical cyclic compression tests (CC) with on-sample strain measurements were performed to quantify the E-modulus of cylindrical specimens. The cement paste cylindrical specimens utilised in this study had a diameter/height of 50/100 mm. The testing apparatus includes a hydraulic actuator with 50 kN capacity and 3 displacement transducers (LVDTs), supported by 2 aluminium rings attached to the specimens (spaced 40 mm). The test protocol adopted in this work was based on the experiments reported by Maia L., et al. [7]. Each test involved 3 loading/unloading cycles, with a loading rate of 200 kPa/s, and the E-modulus was computed in the loading branch of the last load/unload cycle. The maximum cyclic load reached 33% of the compressive strength of the cement paste at the age of testing, obtained through destructive compressive tests in 50×50×50 mm³ cubes.

4 Results and discussion
4.1 Bender-extender elements (BE)
As opposed to the UPV method, the use of BE easily allows to perform high quality measurements immediately after casting. This is mainly due to the high efficiency over a wide frequency range that the BE probes possess, which enables an adjustment of the input frequency to provide better results at each instant of measurement. However, despite this benefit, the use of BE is often accompanied by difficulties associated with a high sensitivity to external disturbances (such as the existence of electrical noise in the testing room), that poses relevant hurdles for the interpretation of test results. This high sensitivity can be partly explained by the relatively low power of the signal generator adopted in this research that solely allowed a maximum excitation amplitude of 20 V. On the other hand, the use of power amplifiers (to boost the input signal) is limited by the transducer itself, which depolarises approximately above 60 V. Figure 3 shows four S-wave signal readings performed for the paste c42.5 at ages of 2.9, 9.0, 26 and 172 hours. These readings were conducted at optimum increasing frequencies between 1 kHz at 2.9 hours and 50 kHz at 172 hours (see Figure 3a). In the four measurements presented in Figure 3b, one can clearly observe the difficulty the identification of the first arrival of the wave. This problem was already mentioned in the works of Ferreira C. M. [8] and Viana da Fonseca A., et al. [5] regarding the performance of BE in stiff materials.

Figure 3: BE Signal readings during tests of c42.5: a) Input; b) Output.
The BE used in these tests have the capability of measuring compressional (P) and shear (S) waves, hence initially all tests included the recording of both wave types. However, after some measurements, it was found that both sensors measured exactly the same type of wave: S-waves (noted by the same wave shape and the order of magnitude of the recorded velocities). The justification for this phenomenon is likely to rely on the characteristics of the BE probes, as mentioned by Lee J.-S. and Santamarina, J. C. [9], and schematically shown in Figure 4a: the probe generates two P-wave side lobes normal to their plane and a S-wave frontal lobe. Therefore, since the generation of response signal in the receiver demands that the sensor itself bends, when the BE transmitter and BE receiver are perfectly aligned (which is the case in our work), the P-waves are parallel to the longitudinal axis of the receiving transducer, thus being unable to flex it. On the other hand, the S waves disturb the transducer in the direction perpendicular to its longitudinal axis, thus causing a larger bending motion and as a result a larger signal output. This feature causes them to lose the ability to adequately receive P-waves, while having a significant resolution in the measurement of S-waves. Additionally, at very early ages, i.e. in fresh pastes, the propagation of P-waves is difficult, due to the presence of entrapped air and to the high stiffness impedance between the transducer and the material. As the paste hardens, the compressional wave velocity increases rapidly and the frequency required to measure such high velocity causes the BE to vibrate in complex mode shapes, which in turn strongly reduces the amplitude of the effectively propagated wave and makes it difficult to detect the P-wave in the received signal.

Consequently, the attempt to measure P-waves with BE in the scope of this research work was abandoned. Moreover, these results demonstrate that the use of S-waves is more suited to monitor these complex evolving processes than P-waves, since shear waves only propagate through the solid skeleton of the specimens, providing a higher sensitivity towards the structural changes that occur during setting. After obtaining the propagation time of the S-waves, the evolution of the wave velocity was computed, as shown in Figure 4b. It can be observed that there are no significant differences in the recorded wave velocities for the two types of pastes. However, the S-wave velocity is higher in the c42.5 paste throughout the entire curing period. It should also be noted that the difference in the wave velocity increases along the curing process. Therefore, the application feasibility of this methodology to cement
pastes was confirmed in coherence with the conclusions of the research work conducted by Zhu J., Tsai, Y.-T. and Kee, S.-H. [3].

4.2 Ultrasonic Pulse Velocity (UPV) and Vicat
The evolution of the P-wave velocity for c42.5 and c32.5 is shown in Figure 4b, together with information collected by Vicat testing. Firstly, it should be noted that UPV was unable to provide measurements of P-wave velocity in the cement pastes at very early ages, including the setting period. The earliest measurement was only possible at $t = 12.4$ hours for both pastes (see Figure 5). The reason for this problem can be attributed to the presence of air bubbles in the samples, which have been reported to attenuate and delay the wave propagation, the low power used to excite the transducer (10Vpp as opposite to $>100$Vpp used by other authors), as well as due to the high impedance mismatch between the transducers and the fresh cement paste [3]. In fact, in order to monitor the evolution of the P-wave velocity in cement pastes, some authors [10] used de-aired samples (previously placed in vacuum) with successful results. However, since the ‘real’ cement pastes always contain some air bubbles the de-airing of the samples may end up producing unrealistic results. In order to avoid this drawback in UPV, some authors [2, 3] successfully performed measurements during the setting by using smaller distances between the probes and more energetic excitation signals (with higher voltage) even with the wave attenuation. Such alternative was not available in this research work. However, despite the absence of UPV measurements in this initial period (~12 hours), the wave velocity measurements of Figure 4b exhibit an evolution which can be considered plausible. In fact, the various stages usually observed in the cement hydration kinetics after the dormant period can be identified: (i) an initial stage where a substantial increase in wave velocity occurs; (ii) a subsequent stage in which the velocity evolution becomes less significant. Lastly, it can be noted that the c42.5 paste shows a greater increase in wave velocity, which is consistent with the results of the EMM-ARM that were already reported.

4.3 EMM-ARM and CC
The E-modulus evolution identified by the EMM-ARM method for two cement paste mixtures under study are shown in Figure 5. When comparing the results obtained with the two pastes containing the same w/c ratio (c42.5 and c32.5), it can be seen that the cement paste containing the CEM I 42.5R cement has a higher stiffness, with a difference of ~2 GPa at the age of 7 days (168 hours) - see Figure 5. However, even though the cement paste c42.5 has reached a higher stiffness after the first day of curing, the E-modulus evolution at very early ages is fairly similar to that of paste c32.5. In fact, this would not be expected by strictly considering the chemical composition of the utilized cements, namely due to the higher C3S content of cement CEM I 42.5R. Nonetheless, another important characteristic might justify this behaviour at very early ages: the specific surface or Blaine index. In fact, the Blaine index of CEM I 42.5 R is lower than that of CEM II/B-L 32.5N (3891 against 4899 cm²/g). The similarity of the E-modulus evolution at very early ages between the two pastes can thus be considered reasonable, taking into account these two aspects that justify the apparent inverse trends: clinker composition and specific surface.
The comparison between the elastic modulus results obtained by EMM-ARM and by classic methods (CC and Vicat) for the cement pastes c32.5 and c42.5 is shown in Figure 5. It can be seen that the values obtained through the EMM-ARM are similar to those collected in CC tests in terms of magnitude and evolution kinetics. However, the results for c32.5 (Figure 5) show a non-negligible difference of 1.4 GPa at $t = 22.4$ days (538 hours). This deviation may possibly be explained by differences in the curing conditions of the samples. In fact, the EMM-ARM samples remained in perfectly sealed conditions during the whole test, while the samples used for the CC tests were exposed to drying during the testing period. This small variation in the curing conditions may have influenced the hydration process at the surface of the CC specimens [11], which may have significant effects in view of the small size of the specimen, thus resulting in lower stiffness. As the porosity of c32.5 is higher than that of c42.5, it is plausible that this deficient curing of CC specimens may have affected c32.5 more significantly, as opposed to c42.5. The results presented in Figure 5 also show good agreement between EMM-ARM and the data collected by the Vicat needle, in the sense that the end of setting determined by Vicat testing coincides with the end of the dormant period observed in EMM-ARM, followed by a strong acceleration of the hydration kinetics.

4.4 Overall comparison
Taking into account that the methodologies based on wave propagation measure dynamic parameters, for the purpose of comparison of all methodologies under study, the results were normalized (‘Norm’ in Figure 6) by dividing all results of each specimen/methodology by their corresponding values at $t = 7$ days. Moreover, in order to simplify the analysis and to compare both methods based on wave propagation (BE and UPV) with the results of quasi-static methods, the velocity values were squared ($V^2$) prior to normalization, as $V^2$ is proportional to the elasticity modulus [2]. The results of all experimental methods involved in this comparison is given in Figure 6, which demonstrates a quite reasonable reciprocal agreement, thus mutually validating the studied methodologies. The good performance of EMM-ARM in the scope of this comparative study, together with its ability to provide precise, continuous and quantitative estimates of E-modulus confirms the versatility and applicability of this methodology.
In regard to setting times, there is also a good coherence between Vicat, EMM-ARM and BE, as observable in Figure 6. Thus, these results have confirmed the applicability of the wave propagation methods to monitor the stiffness of cement pastes since the fresh state and throughout the entire hardening process, as already mentioned by other authors [2, 10]. Despite this fact, the results obtained by these wave-propagation based methods should be regarded qualitatively, since these refer to dynamic properties, whose conversion to static properties is often arguable, particularly at very early ages, due to the evolution of Poisson’s ratio during curing [12]. However, it should be noted that these wave velocity methods (BE and UPV) seem to exhibit a slightly more accelerated evolution kinetics than EMM-ARM, which is more evident for the c42.5 paste, as shown in Figure 6b. This fact may be related to the early evolution of Poisson's ratio. Similar findings have been reported in other research works, where the consideration of constant Poisson's ratios led to apparent earlier acceleration of stiffness when estimated through pulse velocity methods.

5 Conclusions

This paper has presented an experimental work devoted to a pilot experiment for application of Bender Extender elements for monitoring early age stiffness of cement pastes. This study involved two cement paste mixtures, which were tested through several techniques for benchmarking purposes: bender extender elements, EMM-ARM, compressive cyclic testing, ultra-sound pulse velocity and Vicat needle testing. It was found that the application of bender-extender elements to cement paste is viable and provides relevant data at early ages, which relates well to the properties assessed through the other competing experimental techniques used in this work. Indeed, the bender extender elements were found to have special aptitude to assess the behaviour at very early ages through S-waves, with capacity to capture evolution of stiffness even before the setting period, with the best resolution among the techniques used in this research work. In spite of the capacity of bender-extender elements to be excited at variable frequencies, which offers better opportunities of increasing the amplitude of signals at all ages of testing, significant
hurdles were identified in the assessment of wave velocity in view of the high noise-to-signal ratio.
The advantages and pitfalls observed for bender extender elements lead the authors to consider that this is a technique that is worth of further research.

Acknowledgments

This work was partly financed by FEDER funds through the Competitiveness Factors Operational Programme - COMPETE and by national funds through FCT – Foundation for Science and Technology within the scope of the projects POCI-01-0145-FEDER-007633 and POCI-01-0145-FEDER-016841.

References

DEVELOPING AN ENGINEERING APPROACH FOR MIGRATING FROM PRESCRIPTIVE TO PERFORMANCE-BASED SPECIFICATION FOR CONCRETE

Sreejith Nanukuttan (1), P. A. Muhammed Basheer (2), W. John McCarter (3) and Tang Luping (4)

(1) Civil Engineering, Queen's University, Belfast, Northern Ireland, UK.
(2) School of Civil Engineering, University of Leeds, England, LS2 9JT, UK
(3) School of Energy, Geosci., Infrastruct. and Env., Heriot Watt Univ., Edinburgh, UK
(4) Chalmers University of Technology, Gothenburg, Sweden

Abstract
The integral variability of raw materials, lack of awareness and appreciation of the technologies for achieving quality control and lack of appreciation of the micro and macro environmental conditions that the structures will be subjected, makes modern day concreting a challenge. This also makes Designers and Engineers adhere more closely to prescriptive standards developed for relatively less aggressive environments. The data from exposure sites and real structures prove, categorically, that the prescriptive specifications are inadequate for chloride environments. In light of this shortcoming, a more pragmatic approach would be to adopt performance-based specifications which are familiar to industry in the form of specification for mechanical strength. A recently completed RILEM technical committee made significant advances in making such an approach feasible. Furthering a performance-based specification requires establishment of reliable laboratory and on-site test methods, as well as easy to perform service-life models. This article highlights both laboratory and on-site test methods for chloride diffusivity/electrical resistivity and the relationship between these tests for a range of concretes. Further, a performance-based approach using an on-site diffusivity test is outlined that can provide an easier to apply/adopt practice for Engineers and asset managers for specifying/testing concrete structures.

1. Why there is a need to change the current practice and specification?

Chloride transport into concrete is controlled primarily by the availability of chloride ions on the surface and properties of cover concrete such as diffusivity, porosity and ionic concentration of pore fluid. There are several other factors that also contribute to the transport and subsequent corrosion of reinforcement including temperature, moisture gradient, chloride binding, pore refinement and critical chloride threshold.

In order to specify a concrete that will last the design life of, say, 120 years, it is necessary to understand the contributing factors and their interconnectivity. It is also known that effects
such as shrinkage, structural loading and other deterioration mechanisms can increase the rate of chloride transport which may not be obvious from controlled laboratory testing on unloaded, small concrete specimens. Fig. 1 shows the chloride ingress data from two concrete structures exposed to marine environment. The mix design shows that both concretes conform to BS 8500 design requirements [1]. However, as the 7 year and 18 year data show, chlorides have reached the rebar location in sufficient quantity to initiate corrosion. It is interesting to note that Fig.1b refers to a concrete designed to a higher specification, with 460 kg/m³ of CEM I, 0.4 water/binder (w/b) ratio, and a 28-day strength of 66 MPa. These are not isolated structures with high chloride ingress, but it is well known that the majority of the structures in XD and XS environments will not reach the 120 year design life without several significant interventions during their lifespan. In this context, one of the options for asset owners is to test concrete to determine its initial performance or invoke the option of Designed or Proprietary concretes outlined in BS 8500 [2]. For chloride ingress, there are several factors that control or govern performance, but as an interim method, determining/specifying diffusivity as well as capturing the mix details in sufficient depth for further analysis is a step in the right direction. In the next section, test methods commonly used in Europe to determine diffusivity are reviewed and the relationship between the methods is studied with a view to identify suitable methods for site and laboratory application.

2. Laboratory and onsite test methods for assessing chloride ingress

Chloride transport through a small section of concrete can be classified into three phases, non-steady (when the inward flow is not equal to outward flow – binding is effective), steady state (when inward and outward flow is equal) and attenuation state (when other ions take priority over chloride ions). Test methods mimic these phases in a small specimen and with an appropriate mathematical expression, it is possible to determine a diffusion coefficient when the test is concentration driven. Non-steady tests are more rapid and can replicate flow similar to the real structure, but decoupling the effect of binding is difficult, unless binding capacity is determined separately. Steady-state tests take longer to establish but it is perceived that they replicate the flow of free chloride ions and therefore can better assess the risk of reinforcement corrosion. An electrical field can be applied to accelerate the flow of chlorides in a test and therefore complete the test in short duration. These are classified as migration tests, and the resulting coefficient is either steady or non-steady state migration coefficient, similar to the phases in a diffusion test.

Results from different methods are presented below and the discussions will focus on the sensitivity of the coefficient to mix properties such as w/b ratio and type of binder and also on the standard error between the three replicate tests.
Fig. 1a, chloride profile from a concrete pier situated off the Atlantic coast (Cl⁻ concentration 15,700 ppm) after 7 years of exposure. Concrete mix information available are 0.46 w/b, 400 kg CEM I, C40/50 with a design cover of 50 mm and minimum cover on site of 27 mm.

Fig. 1b, chloride profile from a concrete pier off North sea (Cl⁻ concentration 8,800 ppm) after 18 years of exposure. Concrete mix information available are 0.40 w/b, 460 kg CEM I, sample taken from XS2, compressive strength $f_{28} = 66$ MPa, design and actual cover is 65 mm.

Non-steady state measurement

Fig. 2 Effect of mix properties on the non-steady state coefficient. $D_{\text{nssd}}$ - represents non-steady state diffusion coefficient as per NT Build 443, and $D_{\text{nssm}}$ - represents non-steady state migration coefficient as per NT Build 492. Mix design and test details are given elsewhere [3].

Fig. 2 shows that both coefficients are sensitive to mix variables such as w/b and type of binder. For the exception of 0.42 w/b opc, which was found to have large cavities, all the other results are in line with previous published literature. In order to evaluate the effectiveness of other methods, the $D_{\text{nssd}}$ was considered as reference value. This is mainly due to the fact that this test replicates the real-life scenario in which chloride ions move...
through concrete under a concentration gradient. However, this highlights the challenge in conducting the non-steady state test as it is lengthy and requires considerable effort/man power including chemical analysis. The advantage of the migration-based test over diffusion test is that it is more rapid (1-4 days), chemical analysis is not required, utilizes considerably less man power, but requires chemicals and a dedicated test set-up as described in NT Build 492. The relationship between the two coefficients is known to be linear with a high coefficient of regression [4, 5]. In addition, a lower standard error for $D_{\text{nssm}}$ as compared to $D_{\text{nssd}}$ would provide more confidence in the migration test method. Since the completion of the study, this test was successfully utilized as a quality control test for a major construction work in Ireland. One of the major advantages is that both $D_{\text{nssd}}$ and $D_{\text{nssm}}$ are commonly used for service-life prediction with the help of Fick’s law based models.

**Bulk electrical resistivity**

Bulk resistivity was measured on concrete specimens prepared for non-steady state migration test: 50 mm thick and 100 mm diameter concrete cylinders were vacuum saturated in Ca(OH)$_2$ solution.

![Fig. 3 Effect of mix properties on the bulk resistivity, $\rho_{\text{bulk}}$](image)

Resistivity is a very rapid (5 mins) test and the results presented in Fig. 3 show a very high repeatability. Use of ionic saturated test specimens, lack of polarization due the use of AC voltage source, instantaneous measurement as compared to tests that run over days, all must have contributed to improving the repeatability. Moreover, published literature suggests that bulk resistivity of either water saturated or ionic saturated concrete specimens can be used to predict the steady or non-steady state migration coefficients [6-7]. This relationship is further explored by researchers for predicting the chloride transport as well as the onset and the propagation of reinforcement corrosion [8-9].

**Steady state measurement**

Similar to the coefficients discussed previously, steady-state migration coefficient, $D_{\text{ss}}$, in Fig. 4 shows that it is sensitive to mix variables and, generally, decreased with a decrease in w/b. The coefficients were significantly lower for concretes containing supplementary cementitious materials, with the exception of pfa concretes. The beneficial effect is more evident for concrete with higher w/b. A higher value for $D_{\text{ss}}$ for pfa concretes could be attributed to the low reactivity of the pfa blend used in this experimental programme. Tests
undertaken after two years on samples matured in an ideal laboratory condition showed a substantial reduction in the coefficients. It is expected that for all concrete mixes, hydration process continues beyond 28 days and further hydration products that are formed within the available space including pore walls. This will refine the pore structure and make the concrete less permeable.

The steady-state migration test can be considered as more rapid than the non-steady state diffusion test, but it requires 3-7 days to complete which makes it less rapid than non-steady state migration test and bulk electrical resistivity test. Test requires a dedicated experimental set-up and set of skills for determining the coefficients. $D_{\text{in situ}}$ refers to in situ migration coefficient determined using a surface based chloride migration test (Permit Ion Migration Test) and the figure 4 clearly shows that $D_{\text{in situ}}$ is sensitive to both w/b and type of binder. This figure also shows that the error associated with $D_{\text{in situ}}$ is low (similar to $D_{\text{ussm}}$). The data obtained from test carried out after 2 years reveal that the coefficient has halved in most cases. This confirms that the test is also sensitive to the maturity of the concrete. The advantage of the Permit is that as it is a surface-based test, it requires no coring and therefore no physical damage to concrete structure, it can test concrete in-situ. The coefficient will reflect, therefore, the interaction of structural loading, shrinkage, thermal strains, damage/pore blocking due to carbonation or damage due to other durability mechanisms, leaching, etc.

![Fig. 4 The effect of mix properties on the steady state migration coefficient, $D_{\text{ussm}}$](image)

Note: test voltage 12-60 v, 0.55 M NaCl solution, for further details refer to [3]

**Relationship between the coefficients**

The relationship between the various test results are discussed in the following section with a focus on the relationships between the coefficients and existing service life prediction models and also to identify further details regarding chloride ingress into concrete viz. chloride binding, volumetric porosity, etc.

It is worth noting that the discussion is limited to the concrete studied, mainly, 0.45-0.52 w/b, a higher w/b may warrant a higher slope $\geq 0.3$, as reported elsewhere [7].
Nilsson et al (1996) suggested a relationship between steady and non-steady coefficient, and the mathematical expression is given in Eq. 1

$$D_{nssd} = \frac{D_{ssd}}{\varepsilon \left(1 + \frac{\partial C_s}{\partial C_f}\right)}$$

Eq. 1

$\varepsilon$ - porosity, and $\frac{\partial C_s}{\partial C_f}$ – represents binding capacity

The data presented in Fig. 5 show that this relationship can be proven experimentally. Therefore, the slope of the line, 4.42, represents the combined effect of binding and porosity on chloride transport. Therefore, in modelling the chloride transport, knowledge of three of these parameters will be invaluable. Porosity and diffusivity can be determined relatively easily, binding capacity may be estimated from the literature for the binder type and quantity, and this will make service life modelling easier to perform. Note that the slope of the line may change due to the experimental set-up; for example, if 1.0 M NaCl solution is used instead of 0.55 M used in this study, then the slope decreases.

Also presented in Fig. 5 is the relationship between coefficients evaluated from Permit and a conventional steady-state migration test ($D_{ssd}$). If both tests use the same principle, the coefficients should be linearly related and equal in magnitude; however, the slope is 0.55 and not unity. This is attributed to the difference in test set-up. The conventional steady state test uses 1.2 L of 0.55 M NaCl solution whereas PERMIT uses 0.45 L of 0.55 M NaCl. The Permit will electrically charge a region for accelerating the chloride flow. As the effective zone of influence of the electrical filed depends on the quality of concrete, cracking and contamination, this cannot be equated directly to a laboratory based test set-up which assumes a linear voltage drop per meter of specimen. These differences could influence the relationship and can be considered the reason as to why $D_{ssd}$ is lower than $D_{nssd}$.
Nevertheless, the coefficients are linearly related and therefore one can represent the other within the range of concrete studied. Electrical resistivity, whether bulk or surface based, can be related to diffusion/migration coefficient and is reasonably well established [3-9]. The mathematical expression between surface resistivity, determined using the Wenner four probe technique, and \( D_{in\text{,}\text{in situ}} \) is [3]:

\[
D_{in\text{,}\text{in situ}} (\times 10^{-12}) = \frac{140}{\rho_{\text{Wenner}}}
\]

Where, \( \rho_{\text{Wenner}} \) represents the surface resistivity in \( \Omega \)-m. The coefficient of regression for the relationship is 0.72.

The benefit of using a relationship such as Eq. 2, is that assessing a large structure becomes easier. Resistivity measurements and mapping can be easily performed. This allows identification of areas of relative weakness/strength for further analysis. Once such a mapping has been produced, Engineers can decide to further investigate weak areas by gathering concrete dust-drillings for chloride analysis and Permit testing. Diffusivity from Permit or similar test can be used for chloride modelling and relationships, as in Eq. 2 will allow extension in prediction to all areas of the structure. Further, by superimposing the above information on cover meter data will assist engineers in the decision regarding the remaining life of a structure across the various locations. It is important to note that resistivity data will be influenced by moisture distribution, presence of chloride ions or carbonation and surface emanating cracks. Therefore the resistivity mapping alone should not be used in decision making, but further analysis as suggested before should be performed. The mapping, however, can be used as a progressive asset management tool for critical structures (or sections), where regular monitoring is a necessity.

3. Developing an approach for performance testing and modelling – Venlo RRT programme

The recently completed RILEM PSC technical committee held a round-robin test program (RRT) to establish the validity of site-based methods and the performance-based approach they can offer for testing/specification. Eight concrete mixes were considered, and the mix details are shown below in Fig. 6. Further details are available in the state-of-the-art report [11].

The Permit test was performed to determine \( D_{in\text{,}\text{in situ}} \) for all the eight mixes. The concrete samples were just over two weeks old at the time of testing, so concrete maturity was determined using resistivity data, so that \( D_{in\text{,}\text{in situ}} \) at 180 days could be determined. This approach was validated by repeating the test at a later age (refer to [11]). Using \( D_{in\text{,}\text{in situ}} \) at 180 days, chloride transport modelling was performed using ClinConc [12]. The time for the chloride concentration to reach an assumed chloride threshold of 0.1% by mass of concrete was considered as the end of service life (time for corrosion initiation). Although such an approach ignores the corrosion propagation time, it should be considered as a conservative and safe option for designing concrete structures. Safety refers to the reliability/repeatability of the testing and prediction methods for quantifying chloride transport. Users can add the propagation time, if available for their structures to get a more realistic service life.
Table 1 Summary of the predicted performance of Samples 1-8 in XS3 exposure environment for $C_s = 14$ g/L

<table>
<thead>
<tr>
<th>Sample</th>
<th>Predicted D value at 180 days ($D_{in situ} \times 10^{-12} m^2/s$)</th>
<th>Actual Cover (mm)</th>
<th>Predicted Corrosion Initiation Time</th>
<th>Acceptable for XS3 exposure for 100 years of Service Life</th>
<th>Suggested Improvement for 100 year Service Life</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.44</td>
<td>30</td>
<td>&lt;10 years</td>
<td>No</td>
<td>Proper curing, increase binder content and cover ≥ 80mm</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>30</td>
<td>~ 50 years</td>
<td>No</td>
<td>Increase cover to 40mm</td>
</tr>
<tr>
<td>3</td>
<td>0.34</td>
<td>30</td>
<td>~ 10 years</td>
<td>No</td>
<td>Increase cover to 80mm</td>
</tr>
<tr>
<td>4</td>
<td>0.75</td>
<td>30</td>
<td>&lt;10 years</td>
<td>No</td>
<td>Not suitable</td>
</tr>
<tr>
<td>5</td>
<td>0.25</td>
<td>30</td>
<td>~ 20 years</td>
<td>No</td>
<td>Increase cover to 70mm</td>
</tr>
<tr>
<td>6</td>
<td>0.27</td>
<td>30</td>
<td>~ 15 years</td>
<td>No</td>
<td>Proper curing, increase binder content and cover ≥ 70mm</td>
</tr>
<tr>
<td>7</td>
<td>0.51</td>
<td>30</td>
<td>≤ 10 years</td>
<td>No</td>
<td>Not suitable &gt;&gt; 80mm cover</td>
</tr>
<tr>
<td>8</td>
<td>0.37</td>
<td>30</td>
<td>~ 10 years</td>
<td>No</td>
<td>Increase cover to 80mm</td>
</tr>
</tbody>
</table>

Note: Covers higher than 70mm are not viable for structural concretes due to lack of shrinkage control, so alternative mix design or surface treatment/cladding should be sought in such cases.

For the purpose of RRT, it was assumed that specimens are exposed to XS3 environments (i.e., salt concentration of 14 g/L) and for a cover of 30 mm, the time for initiation of corrosion (service life) was determined, refer to Table 1. The table also provides suggestions for improving the service life either by increasing the cover or by better curing the specimens. The procedure outlined in Fig. 7 shows how a performance-based specification can be developed using $D_{in situ}$ for a range of concrete specimens. As $D_{in situ}$ is a steady state coefficient, the critical value of $0.35 \times 10^{-12} m^2/s$ can be adopted irrespective of the binder type (binding capacity). Binding capacity can be considered at the modelling stage and as shown...
before this can be either estimated from the binder type/quantity or experimentally determined. This makes testing much easier and less complicated for industrial adaptation.

Moreover test can be repeated as and when required to confirm the quality (or quantify deterioration), estimate the remaining service life and decide on early remedial actions if necessary. Relationships presented in section 2 can be utilized as discussed before for estimating the remaining service life using a combination of surface resistivity and $D_{in situ}$.

Such an approach is ideal for asset management where regular detailed inspection is a necessity.

4. Concluding remarks

This article reviewed the performance of two concrete structures in marine environments and shows the need for a performance-based approach for concrete specification. A review of the different test methods that can be successfully employed as quality control measures was carried out and the interrelationship between these tests also provided. The discussions in this paper gave emphasis to site based tests. Further, a methodology for developing performance-
based specification was outlined using Permit (a site based chloride diffusivity test) and chloride ingress modelling. The advantages of this approach include, and are not limited to, (1) determination of diffusivity in a larger undisturbed specimen, on site, with all the stresses / stain of a real structure and (2) providing a means to benchmark the performance measure at an early age, so that any further deterioration can be quantified easily and timely interventions carried out.
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Abstract

Treated dredging sediments of the port of Antwerp are rich in clays (2:1 clays and kaolinite) and contain relatively low contents of sulfur and chloride. When flash calcination is applied to activate the clay minerals and to reduce the total organic content, the sediments show pozzolanic properties superior to siliceous fly ash. This paper investigates the applicability of the calcined dredging sediments as a supplementary cementitious material replacing Portland cement in concrete, and evaluates the basic properties of fresh and hardened concrete in comparison with two reference concrete mixes composed of Portland cement and Portland fly ash cement. When cement is replaced at 20, 30 and 40 wt.% ratios by dredging sediments, compressive and flexural strength values of concrete at 7 days decrease respectively. Low early strength is, on the other hand, compensated by the pozzolanic reactions taking place up to 28 days when the strength of blended concrete compositions reaches that of the reference Portland cement concrete. The initial results clearly indicate that flash-calcined clay-rich dredging sediments can potentially be used as a new pozzolanic supplementary cementitious material in concrete.

1. Introduction

Supplementary cementitious materials (SCMs) are commonly and increasingly used as a partial cement replacement or as mineral addition in concrete nowadays. [1,2] The rising demand for cement and concrete, increasing environmental concerns about cement manufacturing, and supply-and-demand concerns due to the limited (or even decreasing) amounts of high-quality SCMs prove the need for new alternative SCMs. Furthermore, environmental challenges related to the production and disposal of wastes and industrial by-products allow us to research the possibilities for their valorisation as SCM in sustainable cement and concrete. [1,3,4] In this respect utilisation of calcined clays as a pozzolanic material for concrete has received considerable interest in recent years. [4,5]
An alternative SCM presented in this paper originates from the dredging sediments of the port of Antwerp. Each year, about 450,000 tonnes (dry matter base) of sediments are dredged and treated by mechanical dewatering with membrane filter presses, resulting in a continuous supply of homogeneous filter cakes. These treated dredging sediments are rich in clays (2:1 clays and kaolinite) and contain relatively low contents of sulfur and chloride. When flash calcination is applied to activate the clay minerals and to reduce the total organic content, the sediments show pozzolanic properties superior to siliceous fly ash. This paper investigates the applicability of the calcined dredging sediments as a novel and alternative SCM replacing Portland cement in concrete, and evaluates the basic properties of fresh and hardened concrete in comparison with two reference concrete mixes composed of Portland cement and Portland fly ash cement.

2. Experimental program

2.1 Materials

The materials used in this investigation are ordinary Portland cement (OPC, CEM I 52.5 N), Portland cement containing 21-35% siliceous fly ash (CEM II/B-V 42.5 N), calcined dredged sediments from the port of Antwerp (FC: filter cakes), natural river sand 0/4 and river gravel 4/14 (fully dry aggregates). The chemical compositions of the OPC, CEM II and FC are given in Table 1. FC is mainly composed of SiO₂ beside the other major components of CaO, Al₂O₃ and Fe₂O₃ [6]. Sulfur and chloride contents are 1.1 and 0.1 wt.% respectively, which is relatively low and complies with the regulations for non-reinforced and normal reinforced concrete according to EN 206 [7]. The total concentrations of heavy metal contaminants are below the target values set by the Flemish (Belgium) authorities for reuse as a construction material. As a PCE superplasticizer, Tixo® from Sika was added to the different concrete mixtures (dry matter content: 25.0% and density: 1.090 kg/l).

Table 1: Chemical composition of the cement and FC (wt.%)

<table>
<thead>
<tr>
<th></th>
<th>CaO</th>
<th>SiO₂</th>
<th>Al₂O₃</th>
<th>Fe₂O₃</th>
<th>SO₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM I 52.5 N</td>
<td>63.9</td>
<td>20.0</td>
<td>5.1</td>
<td>3.4</td>
<td>3.1</td>
</tr>
<tr>
<td>CEM II/B-V 42.5 N</td>
<td>47.0</td>
<td>28.0</td>
<td>10.0</td>
<td>4.3</td>
<td>3.0</td>
</tr>
<tr>
<td>FC</td>
<td>15.9</td>
<td>54.3</td>
<td>14.6</td>
<td>12.0</td>
<td>3.2</td>
</tr>
</tbody>
</table>

2.2 Mix proportions

In the experimental part of the research, 5 different concrete compositions, including 2 reference mixes and 3 concrete mixes containing the dredging sediments, were tested. An overview of the compositions of the concrete mixes is given in Table 2. The two reference mixes were respectively made from OPC (CEM I) and Portland fly ash cement (CEM II), while the other mixes were prepared by replacing OPC at 20, 30 and 40 wt.% FC. The water/binder ratio was kept constant in all mixes as 0.5. It was found that the replacement of cement with FC increases the water demand and thereby reduces the workability of the fresh concrete, so that the use of a superplasticizer was necessary to achieve a good workability.
The reduced workability is due to the higher BET surface area of FC (4.94 m²/g) than cement (0.93 m²/g). The amount of superplasticizer was determined experimentally with the aim to obtain the same workability for all compositions (slump class S2 and flow class F2). As can be seen in Table 2, no superplasticizer was needed for the CEM II mixture since the spherical shape and glassy surface of the fly ash particles permit greater workability for equal water/cement ratios. [8,9] On the other hand, the amount of superplasticizer had to be increased for increasing amount of FC.

Table 2: Mix proportions of the concrete mixtures

<table>
<thead>
<tr>
<th></th>
<th>CEM I (kg/m³)</th>
<th>CEM II (kg/m³)</th>
<th>FC (kg/m³)</th>
<th>Sand (kg/m³)</th>
<th>Gravel (kg/m³)</th>
<th>Water (kg/m³)</th>
<th>SP (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC-I</td>
<td>360</td>
<td>-</td>
<td>-</td>
<td>640</td>
<td>1225</td>
<td>180</td>
<td>0.36</td>
</tr>
<tr>
<td>RC-II</td>
<td>-</td>
<td>360</td>
<td>-</td>
<td>640</td>
<td>1225</td>
<td>180</td>
<td>0.00</td>
</tr>
<tr>
<td>FCC-20</td>
<td>288</td>
<td>-</td>
<td>72</td>
<td>640</td>
<td>1225</td>
<td>180</td>
<td>1.08</td>
</tr>
<tr>
<td>FCC-30</td>
<td>252</td>
<td>-</td>
<td>108</td>
<td>640</td>
<td>1225</td>
<td>180</td>
<td>2.16</td>
</tr>
<tr>
<td>FCC-40</td>
<td>216</td>
<td>-</td>
<td>144</td>
<td>640</td>
<td>1225</td>
<td>180</td>
<td>3.24</td>
</tr>
</tbody>
</table>

2.3 Testing of concrete

Both fresh and hardened concrete parameters were investigated according to the European standards. The fresh concrete parameters (workability, air content and bulk density) were measured on the concrete immediately after mixing. To evaluate the workability of the fresh concrete, both slump and flow tests were carried out on each mix, respectively according to EN 12350-2 and EN 12350-5. Air content and bulk density were determined respectively according to EN 12350-7 and EN 12350-6. To evaluate the strength characteristics of the reference and blended cement concretes, compression tests were carried out on cube specimens (150x150x150 mm) according to EN 12390-3, by means of a 5000 kN capacity testing machine. Flexural strength and tensile splitting strength tests were conducted on prismatic test specimens (respectively of dimensions 150x150x600 mm and 150x150x300 mm) according to EN 12390-5 (three-point bending test) and EN 12390-6. The strength measurements were performed at ages of 7, 28 and 90 days and the specimens were cured at 20 ± 2 °C and ≥ 90 % relative humidity during hardening. Six specimens were used for each testing age; except for the flexural strength measurements, which were carried out on 3 test specimens. For each concrete composition, two batches of concrete were made. One batch of 90 liters for preparation of the cube specimens and one batch of 150 liters for preparation of the prisms.

3. Results and discussion

3.1 Fresh concrete parameters

Table 3 shows the results of the fresh concrete parameters, both for mixes of 90 liters and 150 liters of concrete. The RC-II composition was only made for mixtures of 150 liters. For the 90 liters mixtures, slump class S2 and flow class F2 were reached mostly, while this was not the...
case for the concrete mixtures with a volume of 150 liters. It can be seen that the workability of the FCC mixes (especially the slump value) decreases for larger volumes of concrete. The amount of superplasticizer was experimentally determined on concrete mixes of 90 liter volumes. However, when larger volumes of concrete at 150 liter were made, the workability changes significantly, resulting in a decreasing workability for increasing replacement levels of OPC. The difference is less visible for the flow values. In order to find an explanation for the observed behaviour, further workability tests need to be carried out. The values of the air content were approximately constant for all mixes, except for the RC-II composition with Portland fly ash cement, which shows a significantly lower air content. This is due to the greater surface area of fly ash in concrete, since fly ash is generally finer than ordinary Portland cement. [8]

Table 3: Fresh concrete properties (90 liter | 150 liter concrete mixtures)

<table>
<thead>
<tr>
<th>Slump (mm)</th>
<th>Flow (mm)</th>
<th>Air content (%)</th>
<th>Density (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC-I</td>
<td>50</td>
<td>380</td>
<td>2.8</td>
</tr>
<tr>
<td>RC-II</td>
<td>-</td>
<td>50</td>
<td>-</td>
</tr>
<tr>
<td>FCC-20</td>
<td>50</td>
<td>380</td>
<td>2.1</td>
</tr>
<tr>
<td>FCC-30</td>
<td>80</td>
<td>370</td>
<td>2.4</td>
</tr>
<tr>
<td>FCC-40</td>
<td>80</td>
<td>320</td>
<td>2.3</td>
</tr>
</tbody>
</table>

3.2 Compressive strength

The compressive strength results of the reference mixtures and blended concrete compositions, measured on cubes at 7, 28 and 90 days, are shown in Figure 1. The mean and standard deviation for six specimens per mix are also given. At 7 days, a lower compressive strength for the concrete compositions blended with FC (FCC) is observed in comparison with the reference Portland cement concrete (RC-I), with a decreasing strength for increasing amount of FC. However, comparison with the Portland fly ash cement concrete (RC-II) shows slightly higher compressive strengths for the FCC-20 and FCC-30 mixtures. Therefore, compared to fly ash, higher early-age compressive strengths are reached for the FCC compositions at 7 days. At 28 days, the low early-age strength for the RC-II and FCC mixtures is compensated by the pozzolanic reactions taking place. The compressive strengths of both the RC-II as the FCC concrete mixtures (approximately) reach that of RC-I. An important factor to keep in mind here is the lower air content of the Portland fly ash cement concrete compared to the other compositions, which results in a higher compressive strength. This will be further validated by porosity measurements. Up to 90 days, compressive strength values further increase, except for the FCC-30 mixture. Although the compressive strength values of all three FCC are slightly lower than the traditional OPC concrete, the FCC mixes are still suitable for a range of applications and reach a strength class of C35/45.
3.3 Flexural strength

Figure 2 presents flexural strength of the concrete compositions. It can be observed that at 7 days the flexural strength of the FCC compositions is lower than the flexural strength of the reference Portland cement concrete (RC-I). Up to 28 and 90 days, on the other hand, the flexural strength of the FCC-30 and FCC-40 compositions exceeds that of the RC-I mixture due to the pozzolanic reactions taking place. Comparison with the Portland fly ash cement concrete (RC-II) shows higher strength values at 7 and 28 days. Two abnormalities can be observed (RC-I at 28 days and FCC-20 at 90 days), which need to be further investigated for clarification.

Figure 2: Flexural strength of the different concrete mixtures
3.3 Tensile splitting strength
The results of the tensile splitting strength testing of the concrete compositions are compared in Figure 3. With the exception of three inexplicable abnormalities (RC-I at 7 days and FCC-30 and FCC-40 at 90 days), similar values have been achieved for tensile splitting strengths of the FCC mixtures as for RC-I. When looking at the tensile splitting strength of RC-II, both for 7 and 28 days, much lower values are observed, compared to the RC-I and FCC compositions. Furthermore, large standard deviations can be observed in the results.

Figure 3: Tensile splitting strength of the different concrete mixtures

3.4 Relation between compressive and tensile strength
According to Neville [10], the compressive strength ($f_{ck}$) and tensile strength ($f_{ctm}$) of concrete are closely related. As the compressive strength increases, the tensile strength also increases, but at a decreasing rate. Several empirical formulas connecting the compressive and tensile strength have been suggested by many researchers. Probably the best fit overall, also mentioned by the fib Model code [11] and Eurocode 2 [12], is given by the following expression [10]:

$$f_{ctm} = 0.3 \cdot f_{ck}^{2/3}$$  \hspace{1cm} (1)

Where $f_{im}$ is the average tensile strength and $f_{ck}$ the characteristic compressive strength measured on cylinders. Figure 4 shows the relation between the tensile strength calculated from the compressive strength (equation (1)) and the tensile strength calculated from flexural (black) or splitting (grey) strength, according to equations (2) and (3).

$$f_{ctm} = 0.6 \cdot f_{ctm,fl}$$ \hspace{1cm} (2)

$$f_{ctm} = 0.9 \cdot f_{ctm,sp}$$ \hspace{1cm} (3)
It can be seen from Figure 4 that the values for the tensile strength calculated from the compressive strength are in almost all cases higher than the one calculated from the flexural and splitting tensile strength. This shows that the values of the flexural and tensile splitting strength are on the low side and confirms the large standard deviations for the tensile strengths.

![Figure 4: Relation between the tensile strength calculated from the compressive strength and calculated from the flexural (black) / splitting (grey) strength](image)

4. Conclusions

Compressive, flexural and tensile strength results demonstrate the potential of the calcined clay-rich dredged sediments of the Port of Antwerp as a novel SCM in sustainable concrete production. Although the blended cement concretes develop low compressive strength at early-ages, the strength values catch up with that of the reference mix with ordinary Portland cement up to 28 and 90 days as a result of pozzolanic reactions induced by the calcined dredging sediments. The addition of superplasticizer is necessary to achieve a good workability in the blended concrete mixes. These results are promising to further investigate the other properties of FCC such as shrinkage, creep, microstructure and durability.
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Abstract
The drying of concrete induces surface microcracking due to hydric gradients, and internal microcracking due to drying shrinkage incompatibilities between cement paste and aggregates. The difficulty of separating each phenomena on concrete cracking makes it hard to quantify aggregates effects with classical experiments. An ongoing parametrical experimental study aims at quantifying the impact of drying and of inclusions by using morphologically controlled materials. In these materials, the aggregates size and volume fraction is controlled. The samples are then submitted to drying and their mechanical and transport properties are regularly characterized. The first results indicate noticeable impacts of both parameters. The study is to be enhanced of several results: different formulations and tests to assess the evolution of mechanical and transport properties at several ages are currently undertaken, and comparisons are made with results from numerical modelling.

1. Introduction
ANR MOSAIC. The French project ANR MOSAIC (Mesoscopic Scale durAbility Investigations for Concrete) is a collaboration between four French laboratories all recognized for their expertise within the field of cement-based materials durability: LML (Lille, France), LMT Cachan (Cachan, France), LMDC (Toulouse, France) and IFSTTAR (Champs-sur-Marne, France).
This project investigates, experimentally and numerically, the effect of drying and delayed ettringite formation on the mechanical and transport properties at a mesoscopic scale.
First, this project plans to set up an experimental methodology based on studying the two types of pathologies on two classes of materials:
- Materials where the mesoscale morphology is completely controlled: “morphologically controlled” materials
- Materials where the mesoscale morphology is uncertain: “real” materials
The study of the morphologically controlled materials aims at easily uncoupling the influential parameters (as aggregates size or aggregates distribution) on the global concrete behavior.
In order to assess the role of the morphology within the pathologies development, but also to allow the gathering of results of all the members of the project, these materials must be built from the same components: cement, aggregates, water to cement ratio.

In a second time, the MOSAIC project aims at developing a predictive way of modeling the consequences of the two phenomena at a mesoscopic scale.

**Drying.** The drying phenomenon is inherent to the life of concrete structures. It is triggered by the hydric imbalance of the structure with its environment and consists in water departure from the structure. The water loss leads to internal strains and stresses gradients that may lead to superficial microcracking, perpendicular to the surface of the structure. Besides under drying, the cement paste tends to contract while the aggregates are generally inert. Therefore, a restraint of the cement paste shrinkage by the aggregates can appear, leading to strains and stresses gradients between cement paste and aggregates. This last phenomenon induces the debonding at the cement paste - aggregates interfaces (circumferential cracks) and the development of inter-granular cracks (radial cracks) as displayed Figure 1 ([1], [9], [11], [15]). This cracking may impact significantly mass transfer properties, which are of major importance for civil engineering structures durability.

![Figure 1 - Low magnification image of a sample after drying at 105°C, displaying cracking induced by aggregates restraint. Microcracks widths: 0.5-10 μm. (1182 x 655 μm). [15]](image)

Many papers deal with the structural effects of drying, reporting qualitative and quantitative experimental ([4], [5], [14]) and numerical studies ([5] [7]). Few works have been devoted to cement paste and aggregates strain incompatibilities ([1][2][13]). The difficulty of studying this heterogeneity effect lies in, on one hand, the problem of separating each size effect on concrete cracking, and on the other hand, in assessing the effects of the numerous parameters linked to aggregates (e.g. shapes, size distribution, aggregates type, surface rugosity and interfacial transition zone).

Some recent works have investigated the experimental decoupling of macroscopic and mesoscopic effects, studying more particularly the influence of concrete heterogeneity on cracking due to drying ([11] [15]). The preliminary work of Lagier et al. [11], based on 2D digital image correlation experiments on morphologically controlled materials, has shown the ability of quantifying cracking due to drying and the impact of the heterogeneities (Figure 2).

Numerically, several strategies can be considered to study drying effects. The literature
has already underlined the interest of working at mesoscopic scale to describe the effects of heterogeneity. Yet, those works have not demonstrated the entire predictive feature of mesoscopic models.

Figure 2 - 2D digital image correlation study on morphologically controlled materials investigating cracking due to drying incompatibilities between cement paste and aggregates. [11]. Trace of the strain tensor.

In this paper we will focus on the ongoing experimental study led in the LMT Cachan dealing with the drying phenomenon and its impact on morphologically controlled materials. First, we will present the different materials studied. Next we will take interest in the different technics to assess the macroscopic effects of drying and the morphology impact. Then we will present the first investigations of multi-scale modelling. We will finally present and discuss the results.

2. Experimental approach

2.1 Materials

The main objective of this study is to perform a parametric study on drying of cementitious morphologically controlled materials. In order to stay representative of the interactions between aggregates and cement paste, the inclusions are real calcereous aggregates (Boulonnais aggregates). Calcia cement CEM II (42.5 MPa) is used in Water-Cement Ratio of 0.57.

The two parameters selected for this parametric study are:

- Inclusions sizes: aggregates diameter between 6.3 and 8 mm and between 10 and 12.5 mm.
- Inclusions volume fractions: 30% and 50% of the total volume.

As these morphologically controlled materials lack most of the granular skeleton that would have insured a homogeneous distribution of the aggregates in the sample, the risks of segregation are significant. Thus an optimization of the composition was performed by the use of a viscosity modifying admixture. Then, the first three compositions that will allow us to assess the impacts of the two selected parameters were made:
• Cement paste with 6-8 mm inclusions in a 50% volume fraction
• Cement paste with 10-12.5 mm inclusions in a 50% volume fraction
• Cement paste with 10-12.5 mm inclusions in a 30% volume fraction

We will now see by which means we will assess the different effects of drying and of aggregates.

2.2 Procedure

**Drying.** Drying is studied on 70*70*280 mm prismatic specimens. For each formulation, 3 samples are made. They are removed of their mold after 24h and immediately protected against drying with two layers of aluminum foil. They are kept during 28 days under sealed conditions. Then, they are unwrapped to begin a drying phase, in a room controlled in temperature, 25 ± 1°C, and relative humidity, 35± 5%HR, until 200 days. To guarantee a unilateral drying, layers of aluminum foil are applied on the superior and inferior square faces of the prisms. The samples are regularly controlled for mass loss and shrinkage via an embedded apparatus made of brass, allowing the positioning of sample between a fixed support and a comparator. 3 prisms of each composition are also studied under sealed conditions.

**Mechanical tests. 3 points flexural test.** 3 points flexural tests are performed at 200 days, on 70*70*280 mm prims which have followed the same preservation conditions than detailed before. For each composition and for each conservation condition, 3 samples are charged operated at a 0,5mm/s speed.

3. Multi-scale modelling

Different modelling strategies have been investigated to improve their ability to reproduce the effects of aggregates during drying: analytical homogenisation technics and finite element calculations.

3.1 Homogenisation

The homogenisation model chosen for this study was developed by Le Roy [12] as it takes into account the effects of inclusions compactness. Only mechanical effects of the inclusions are considered, meaning that the gradient effects are neglected and a homogenous drying deformation is imposed in the cement paste.

![Cell 1: Random concentration](image1.png)

![Cell 2: Inclusion in cement matrix](image2.png)

**Figure 3 - Elementary cell of Le Roy's model [12]**
For this study, the model of the cell with a random concentration is chosen (Figure 3, cell 1). The equation giving access to the shrinkage, with the hypothesis that \( g^* = 1 \) (case we considered, (Figure 3, cell 2)), is:

\[
\frac{\varepsilon}{\varepsilon_p^F} = \frac{\left(1 - \frac{1 - f_p}{g^*}\right) \times \left(1 + \nu_p + 2(1 - 2\nu_g) \frac{E_p}{E_g}\right)}{1 + \nu_p + 2(1 - 2\nu_g) \frac{E_p}{E_g} \times f_p + 2(1 - f_p)(1 - 2\nu_p)}
\]

Where \( \varepsilon \) is the total deformation, \( \varepsilon_p^F \) is the cement paste deformation, \( \nu \) is the Poisson coefficient, \( E \) is the Young Modulus and \( \nu \) is the volume fraction. The subscripts “p” stands for cement paste and “g” for aggregate.

We can now assess the effect volume fraction of aggregate \((1 - f_p)\) on deformation. The other parameters are the characteristics of the materials used in the experimental campaign.

The results are compared to the limits of Hill [10], consisting in the serial and parallel models which are respectively, in the case of shrinkage, the superior and inferior limits.

3.2 Finite elements calculations

The analytic model used doesn’t take into account the aggregate shape. Therefore numerical simulations were also tested, using CAST3M software [16]. Figure 4 displays the chosen geometries: a) spherical aggregate in cement paste, with an axisymmetric model, b) cubical aggregate in cement paste, with a 3D model.

The same hypothesis than for the homogenisation are applied for the simulations: gradient effects are neglected and a homogenous drying deformation in the cement paste. The results of these simulations are compared to the ones of the analytic modelling(see part 4.2, Figure 8).
4. Results and discussion

4.1 Experimental results

Morphology effects: impact of size and volume fraction of aggregates.

Figure 5 displays the mass loss of the different formulations expressed in function of the root of time on the average radius (Rm) of the samples followed, in order to be exonerated from samples size effects.

Figure 5 - Mass loss evolution of different compositions with time under drying conditions

First these curves reveal that the drying phenomenon seems stabilized after 200 days. In order to more clearly observe the effect of the aggregates on the diffusion phenomenon, Figure 6 shows the mass loss of the samples, normed by the volume fraction of cement paste. The curves are superimposed on each other, which can raise the question of the role of the interfacial transition zone and of cracking on mass transport.

Figure 6 - Evolution of mass loss normed by cement paste volume fraction with time under drying conditions
Total shrinkage of the different compositions is displayed on Figure 7. As expected under drying conditions, a decrease of apparent shrinkage with the increase of the volume fraction of aggregates can be observed. Besides it can also be noticed that, at the same volume fraction, the formulations with smaller inclusions have an apparent shrinkage more important than the ones with bigger inclusions, meaning that the size of inclusions has an influence.

Figure 7 - Total shrinkage of different mesostructures versus relative mass loss percentage under drying conditions

Drying effects on mechanical properties.
On this day, only two compositions were tested. Flexural resistance results are gathered in Table 1. Comparing the behavior in autogenous conditions, the inclusions size does not seem to have any impact. Comparing the behavior between drying and autogenous conditions, drying causes a sizable decrease for both compositions, but not in the same measure:
- A 35% decrease for samples with 6-8 mm inclusions
- A 55% decrease for samples with 10-12 mm inclusions
These results reveal the impact of aggregates size on the damaging of samples.
More tests are currently performed to confirm this observation and to assess the impact of volume fraction of inclusions.

Table 1- Flexural resistances

<table>
<thead>
<tr>
<th>Composition</th>
<th>Drying conditions</th>
<th>Standard deviation</th>
<th>Autogenous conditions</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusions</td>
<td>6-8mm – 50 %</td>
<td>3,33 MPa</td>
<td>5,08 MPa</td>
<td>0,310</td>
</tr>
<tr>
<td></td>
<td>10–12 mm – 50%</td>
<td>2,30 MPa</td>
<td>5,10 MPa</td>
<td>0,586</td>
</tr>
</tbody>
</table>
Comparing the failure characteristics, different observations could be made between samples in drying conditions and the ones in autogenous conditions.

- In autogenous conditions: most of the aggregates are ruptured and some are ripped off.
- In drying conditions: most of the aggregates are ripped off and few are ruptured.

The difference could reveal a debonding phenomenon at the aggregate–cement paste interface.

### 4.2 Comparison with analytical and simulation results

Results of the homogenisation and simulation analysis are displayed on Figure 8. Relevant experimental results were added in comparison: Lagier et al. [11] followed the shrinkage of the cement paste used in the experimental campaign of this study and Bissonette et al. [3] and Pickett [13] also studied drying shrinkage with aggregates content. The results of the experimental campaign will later be compared also to these different modelling strategies results, once cement paste shrinkage will also be obtained.

First, we can confirm that the results of Le Roy’s model are contained in-between Hill’s limits. Then, spherical simulations are an exact match to the homogenisation simulation as expected, whereas the cubic simulation is not, but is close. Aggregate shape seems to have a small influence on shrinkage deformation. Homogenisation results then tend to show the analytical homogenisation seems to be sufficient to represent aggregates effects on deformation of concrete. Nevertheless, this kind of modelling cannot represent cracking due to incompatibilities between cement paste and aggregates which will have an effect on the mechanical properties of concrete (e.g. see Table 1). So new investigations on numerical modelling are undertaken to improve this second type of modelling.

![Figure 8 – Comparison between experimental, homogenization and simulation results. Impact of the aggregate volume fraction on drying shrinkage.](image-url)
5. Conclusion

The results gathered so far highlight the significant effects of aggregate parameters on the delayed deformations and the evolution of mechanical properties.

The first results evidence several phenomenon:

- Aggregate size and volume fraction don’t affect the mass loss.
- Aggregate volume fraction has a significant impact on the delayed deformations. The more aggregates there are in the samples; the less it will be subjected to delayed shrinkage due to the substitution of the cement paste (responsible for the shrinkage) by rigid inclusions.
- Aggregate size also has an impact on the delayed formations. The samples with 10-12 mm aggregates tend to shrink less than the ones with 6-8 mm aggregates.
- Finally, the aggregate size seems to influence the damaging induced by drying, with leads to different behavior when assessing the mechanical performances. The samples with 10-12mm aggregates display a bigger loss of flexure resistance than the ones with 6-8mm aggregates, which could result from a more important internal cracking induced by drying.

The experimental study presented in this paper is to be enhanced with more results. Within the next months, they will be completed by mechanical tests: compressive tests, and the end of the flexural tests; by several tests to conclude on the evolution of the transport properties (after potential drying cracks): water porosity and chloride diffusion; and a visualisation and quantification of the cracking by tomography.

Besides, three other formulations are to be tested: cement paste, mortar and “real” concrete, which will allow us to conclude more precisely on the effect of aggregates in concrete, but also permit a more precised comparison between experimental and modelling results.
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Abstract
In order to investigate the effects of deformed steel fibres on strengthening and toughening of the characteristics of ultra-high performance concrete (UHPC), direct tensile loading and bending tests have been conducted on UHPC with different steel fibre geometries, dosages and distributions. Moreover, the pull-out channels and pull-out sections of fibres were observed by means of microscope. The results indicate that deformed steel fibres are very helpful to improve the tensile strength and fracture energy of UHPC. The higher the dosage of steel fibres, the better the effects of strengthening and toughening. Notably, the steel fibres orientated along the direction of tensile stress provide a better performance than the randomly-distributed steel fibres, with respect to tensile strength, post-cracking ductility and fracture energy of UHPC. Furthermore, compared with hooked steel fibres, the influence of crimped steel fibres on strengthening and toughening of UHPC are more efficient and the pull-out channels are more zigzag. Moreover, adding crimped steel fibres with higher strength is a promising approach to prepare a novel UHPC which will have high toughness, high durability and a long service life.

1. Introduction
As the most widely used structural material, concrete has been developed to meet constantly renewed requirements raised by construction of more and more structures including ultra-high-rise buildings and large span bridges, etc. Consequently, ultra-high performance concrete (UHPC) with ultra-high properties in terms of strength, durability [1], and fatigue resistance, has attracted more and more research attention in recent years. However, an obvious shortage of concrete with largely enhanced strength grade is brittleness, which is of great concern related to the structural safety.
Employing steel fibres is a routine approach for strengthening and toughening of UHPC. Many researches have been reported on this aspect. Yang et al [2] found that the toughness
and fracture energy of UHPC with steel fibres were one time and 34 times higher than that of plain concrete, respectively. Another research focused on the effect of fibre length by Yoo et al [3] found that flexural strength of UHPC increased gradually with the length of steel fibre but reached to an upper limit when the length increased to 19.5 mm. Similar researches have also been conducted on deformed steel fibres [4] with specific attention on its effect on strengthening and toughening of UHPC. Taher et al [5] revealed that hooked steel fibres increased tensile load and tensile energy of UHPC by 115 % and 95 % compared with that of straight fibres, respectively. Wille et al [6] indicated that direct tensile strength and ultimate tensile strain of concrete reinforced by crimped steel fibres were 1.6 and 3 times of that with straight steel fibres, respectively, when the volume dosage of fibre was 1.5 %. Tran et al [7] found that the tensile resistance of twisted steel fibre was the highest compared with that of the smooth fibres at static rate. At a research on the influence of hybrid steel fibre (long fibre + short fibre) on tensile performance and flexural toughness of UHPC, Park et al [8-9] found that short steel fibres assisted concrete in strain hardening behaviour and multiple cracking, while hybrid fibres were obviously beneficial to both strengthening and toughening, especially when long steel fibre was of screw type. Furthermore, when the dosage of long steel fibres was fixed, tensile properties and fracture toughness increased significantly with increasing dosage of short steel fibres.

Apart from dosage [10], geometry [11] or treatment [12-13] of steel fibres, distribution or orientated of steel fibres are also very important to affect the properties of concrete. Kang et al [14-15] investigated the effect of steel fibre orientated on the tensile and flexural behaviour of UHPC. Their results show that the orientated of steel fibres had little influence on the tensile behaviour of concrete before cracking, but affected that after cracking very significantly. The specimens with steel fibres orientated along the direction of tensile loading resulted in direct tensile strength 50 % higher than that with steel fibres randomly distributed. Meanwhile, the fibre orientated distribution also strongly impacted the UHPC deflection hardening behaviour in bending. In addition, Mu et al [16] has prepared concrete incorporating steel fibres orientated one dimensionally with an orientated efficiency factor over 0.90, by means of magnetic field control. They found that, the higher the orientated efficiency factor, the larger the enhancement in tensile strength of concrete.

To identify the effects of the geometry, dosage and distribution of steel fibre on mechanical properties of UHPC, an experimental research is presented in this paper, using deformed steel fibres (crimped) and commonly used hooked steel fibre to prepare UHPC, which was tested via direct tensile tests and bending tests.

2. Raw materials and test methods

2.1 Raw materials

Cement: ordinary Portland cement, strength grade 52.5 MPa (Chinese cement grading system). Silica fume (SF): specific surface area of 22205 m²/kg and SiO₂ content of 90 %. Fine aggregate: manufactured sand, with the modulus of fineness of 2.94. A polycarboxylate superplasticizer was used in the mix to maintain the slump of mixture around 180 ± 20 mm.
The physical properties of steel fibre diameter of crimped steel fibres (CS) was 0.8 mm, while the diameter of hooked steel fibres (HS) was 0.9 mm, as given in Table 1.

Table 1: Physical properties of used steel fibres

<table>
<thead>
<tr>
<th>Fibre types</th>
<th>Geometry</th>
<th>Tensile strength (MPa)</th>
<th>Length (mm)</th>
<th>Diameter (mm)</th>
<th>Aspect ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>Crimped</td>
<td>1100</td>
<td>40</td>
<td>0.8</td>
<td>50</td>
</tr>
<tr>
<td>HS</td>
<td>Hooked</td>
<td>1100</td>
<td>35</td>
<td>0.9</td>
<td>38.9</td>
</tr>
</tbody>
</table>

2.2 Mix proportions

In order to investigate how deformed steel fibres can strengthen and toughen UHPC, the mix proportions of concrete were designed by changing the geometry, dosage and distribution of the steel fibres. The details of mix proportions are given in Table 2.

Table 2: Mix proportions of concrete (kg/m³)

<table>
<thead>
<tr>
<th>Type</th>
<th>W/B</th>
<th>Water</th>
<th>Cement</th>
<th>SF</th>
<th>Sand</th>
<th>Dosage of fibre</th>
<th>Arrangement of fibre</th>
</tr>
</thead>
<tbody>
<tr>
<td>18Plain</td>
<td>0.18</td>
<td>162</td>
<td>810</td>
<td>90</td>
<td>620</td>
<td>0</td>
<td>No fiber</td>
</tr>
<tr>
<td>18CS-D30 or 18HS-D30</td>
<td>0.18</td>
<td>162</td>
<td>810</td>
<td>90</td>
<td>620</td>
<td>30</td>
<td>Randomly</td>
</tr>
<tr>
<td>18CS-O30 or 18HS-O30</td>
<td>0.18</td>
<td>162</td>
<td>810</td>
<td>90</td>
<td>620</td>
<td>30</td>
<td>Orientated a (l = 5 mm, c = 10 mm)</td>
</tr>
<tr>
<td>18CS-D60 or 18HS-D60</td>
<td>0.18</td>
<td>162</td>
<td>810</td>
<td>90</td>
<td>620</td>
<td>60</td>
<td>Randomly</td>
</tr>
<tr>
<td>18CS-O60 or 18HS-O60</td>
<td>0.18</td>
<td>162</td>
<td>810</td>
<td>90</td>
<td>620</td>
<td>60</td>
<td>Orientated a (l = 5 mm, c = 5 mm)</td>
</tr>
</tbody>
</table>

*Orientated means the steel fibres orientated along the direction of tensile stress, l for the line spacing of arrangement of steel fibres, c for the column spacing of arrangement of steel fibre.

2.3 Preparation of specimens

![Figure 1: Specimen geometry in tensile test](image1.png)  
![Figure 2: Orientated arrangement of steel fibres](image2.png)
During randomly distributed fibre concrete casting, the fine aggregate and 20% of total water were mixed for the first 2 min. The cement and silica fume were added thereafter and mixed for about 6 min. Then the steel fibres were added gradually during mixing. Afterwards, the superplasticizer and remaining water were added and mixed for 3–5 min.

Compared with the situation presented, the casting process of concretes with orientated-arranged fibres was different. Firstly, half of a mould was filled by pouring the fresh cement mortar which mixed like randomly fibre concrete. Secondly, the steel fibres were orientated manually along the direction of tensile stress according to the Table 2, which was one layer for direct tensile specimens and four layers for three-point bending specimens (the distance on each layer was 10 mm and the cement mortar was poured after the complement of each layer). Finally, the remaining mould was filled with the cement mortar. With 60 kg/m³ fibre dosage for example, Figure 2 (a) and (b) showed the orientated arrangement of fibres in direct tensile specimens and three-point bending specimens, respectively. After demoulding, all specimens were cured in water at 20 °C till 28 days.

2.4 Test methods
The Direct tensile test was conducted in a displacement controlled mode at a loading rate of 0.015 mm/min. And the fracture energy was determined with a loading rate of 0.05 mm/min according to a RILEM test method [17] which also specified the calculation procedure of fracture energy.

3. Results and Discussion

3.1 Direct tensile test
3.1.1 Dosage and geometry of steel fibres

The effect of steel fibres on the direct tensile strength of UHPC with different fibre dosages and geometries is presented in Figure 3. Whatever crimped or hooked steel fibre, the direct tensile strength of UHPC was enhanced gradually with the increasing dosages of steel fibres.
However, specimens with crimped steel fibres showed obviously higher strength values compared to those with hooked steel fibres, at a given fibre dosage. Incorporating 30 kg/m³ and 60 kg/m³ steel fibres, the direct tensile strengths of UHPC with crimped steel fibres increased by 8.1 % and 10.2 %, while those with hooked steel fibres only increased by 1.06 % and 3.3 %, respectively, compared to the control UHPC without steel fibre.

The similar results have been found through tensile load-displacement curve of UHPC in different dosages and geometries of steel fibres in Figure 4. With steel fibre dosage increasing, UHPC became more ductile. A higher load-bearing capacity and longer ductility section were shown after reaching the peak load. Moreover, UHPC incorporating crimped steel fibre showed more significant effect on toughening compared to those with hooked steel fibre.

This may be attributed to the different bonding strength associated with steel fibre geometry, which is mainly provided by chemical bond, anchorage mechanical force and friction at fibre-matrix interface. It was suggested that crimped steel fibres provide better mechanical interlock compared with hooked steel fibres in the direct tensile test.

Therefore, incorporating higher strength crimped steel fibre is a promising method to design a novel UHPC characterized by ultra-high compressive strength and strain hardening behaviour [18] which manifests the improvement of toughness from initial cracking load to the peak load. The novel UHPC will have ultra-high durability similar to that of common UHPC [19]. Such novel UHPC will recover its original durability and have a long service life, as revealed by a research of Kunieda et al [20], which will be a new direction for the future research.

3.1.2 Distribution of steel fibres

The bonding action of fibre-matrix related not only with the concrete matrix strength but also with the angle between steel fibres and the direction of tensile load, which can be confirmed by Figure 5 and 6. For instance, the tensile strength of UHPC incorporating 60 kg/m³ orientated-arranged hooked steel fibres increased by 0.74 % compared to the specimens with
randomly-distributed fibres, and the post-cracking displacement of the former was 2.57 times that of the latter.

3.2 Bending test
3.2.1 Dosage and geometry of steel fibres
The load versus displacement curves and fracture energies are given in Figure 7 and Figure 8, respectively. As a whole, an addition of steel fibres had a profound effect on enhancing the deflection capacity and toughness. The post-peak part of the curves of steel fibre reinforced concrete became relatively gentler, and the post-cracking load-bearing properties increased with the steel fibre dosage.

In comparison to plain concrete (0.18Plain), the peak load, peak deflection and fracture energy of UHPC incorporating 30 kg/m³ crimped steel fibres separately increased by 23.1 %, 44.1 % and 975.8 %, while for incorporating 60 kg/m³ crimped steel fibres, the corresponding increments were 79.9 %, 179.4 % and 3216.9 %, respectively. This is mainly because that the bridging stress by steel fibres limits the crack propagation within the ligament of a beam.

Furthermore, under the same steel fibre dosage, the toughening effect of crimped steel fibres on UHPC was obviously superior to that of hooked steel fibres. For example, the peak load, peak deflection and fracture energy of UHPC incorporating 60 kg/m³ crimped steel fibres was 1.2, 1.3 and 1.1 times of the UHPC incorporating hooked steel fibres at the same dosage.

3.2.2 Distribution of steel fibres
Figure 9 indicates that the fibre orientated-arranged along the direction of tensile stress is more efficient to improve fracture energy of concrete. For instance, the fracture energy of UHPC incorporating 60 kg/m³ crimped steel fibres orientated arranged is 8.2 % more than that of UHPC with randomly arranged steel fibres.

An obvious advantage in toughening can be observed from Figure 10 for UHPC with the orientated-arranged steel fibres. The flexural load of 18CS-O60 at a deflection of 4 mm was found to be 3.86 kN, approximately 2.03 times higher than that of 18CS-D60. As a matter of
fact, the orientated arranged steel fibre along the direction of tensile stress can limit crack propagation, decrease the stress concentration on the crack tip.

![Fracture energy of UHPC with different fibre arrangement](image1)

![Load-deflection curves of UHPC with different fibre arrangement](image2)

It is necessary to point out that once matrix cracking occurred, the post-cracking load of concrete with steel fibres of the orientated arrangement would drop rapidly. The declining trend could be stopped until the bridging and anti-cracking effects of steel fibre worked.

### 3.3 Comparison of different loading modes

The relative increments of peak stress obtained from the two different loading models are given in Table 3. In 18CS-D60, the increment of peak load relative to 18Plain obtained from the three-point bending test was 79.9 %, which was more prominent than the relative increment (10.2 %) obtained from direct tensile test. The ability seems to be associated with the stress state of specimens in different loading modes.

<table>
<thead>
<tr>
<th>Types of steel fibres</th>
<th>Dosage (kg/m³)</th>
<th>Direct tensile test</th>
<th>Three-point bending test</th>
</tr>
</thead>
<tbody>
<tr>
<td>18CS-D30</td>
<td>30</td>
<td>8.1</td>
<td>23.1</td>
</tr>
<tr>
<td>18CS-D60</td>
<td>60</td>
<td>10.2</td>
<td>79.9</td>
</tr>
<tr>
<td>18HS-D30</td>
<td>30</td>
<td>1.1</td>
<td>1.5</td>
</tr>
<tr>
<td>18HS-D60</td>
<td>60</td>
<td>3.3</td>
<td>34.9</td>
</tr>
</tbody>
</table>

During direct tensile test, the uniform tensile stress was obviously distributed throughout the whole section of a specimen. However, in the three-point bending test, there appeared strain gradient obviously due to the different stress state of specimens (the upper was compression area and the lower was tensional area). With the growing of macro-crack in the ligament of a beam, the tensile stress could be undertaken by two factors, i.e. the steel fibre across the
cracks and the compressive part of the beam over the neutral axis. Then the tensile stress on the steel fibre would be weakened to a certain extent, and the efficiency of steel fibre could be improved remarkably.

**Microscope observation**

![Microscope observation](image)

In order to understand the different behaviour of steel fibres during tensile loading, the pull-out channels of steel fibres observed by means of microscope are illustrated in Figure 11. Compared with the relatively straight and smooth channel left by hooked steel fibre (see Figure 11(a)), the pull-out channels of crimped steel fibre were more curved (see Figure 11(b)) and apparently associated to its crimped shape. It also could be found from Figure 11(b) that the curved degree of channel \( \hat{\kappa} \) as marked in this figure decreased evidently than that of channel \( \hat{\kappa} \). The more pronounced mechanical interlocking between crimped steel fibre and mortar matrix will enhance the interfacial bond in between, and further result in the gradually straightened part of steel fibre.

Besides, both of the two types of steel fibres demonstrated necking phenomenon during tension, owing to the yield behaviour of steel fibre (see Figure 12).

![Necking outline](image)

**Figure 12: A necking phenomenon of steel fibre**

### 4. Conclusions

(1) Deformed steel fibres can greatly improve both the tensile behaviour and bending toughness of UHPC. The higher the dosage of steel fibres, the more pronounced the effect of
strengthening and toughening. Moreover, adding crimped steel fibres with higher strength is a promising approach to prepare a novel UHPC which have high durability and a long service life.

(2) Compared with hooked steel fibres, the influence of crimped steel fibre on strengthening and toughening of UHPC is more efficient, mainly due to a more pronounced mechanical interlocking between crimped steel fibre and mortar matrix, which can be confirmed by the more bent pull-out channels than those of the hooked steel fibres observed by means of microscope.

(3) The steel fibres orientated along the direction of tensile stress provide a better performance than the randomly-distributed steel fibres, with respect to tensile strength, post-cracking ductility, and fracture energy of UHPC.

(4) By comparison with between different loading modes, the enhancement effect of peak stress which obtained by three-point bending test seems to be higher than those of the direct tensile test.
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Abstract
Couplings between creep and damage have to be considered to study the serviceability of concrete structures. This problem is of fundamental importance for structures exposed to relatively high loads over long time scales, e. g. ASR loads. Numerical simulations are performed via the AMIE framework. An appropriate algorithm is proposed and implemented to consider creep-damage couplings. Three-points bending tests on concrete notched beams are modelled and analysed. This kind of structures exhibits a snap-back instability. It is highlighted that the post-peak softening response is dependent on the fracture criterion and on the rate of loading. An experimental campaign to distinguish between proposed criteria has been launched: beams are tested under different loading rates.

1. Introduction
Concrete is most frequently modelled as a quasi-brittle material [1]. Although the fracture energy as well as the limit stress and strains are commonly measured experimentally, the post-peak behaviour of the material is generally treated using any softening curve which corresponds to the right dissipation of energy, as a precise experimental characterisation is difficult. This approach is largely valid in the quasi-static case. Nonetheless, extending the behaviours developed for instantaneous response to creeping concrete which is necessary in long term degradation modelling presents some difficulties. This paper explores the implicit assumptions made when adapting a fracture criterion developed static cases to visco-elastic modelling.

Modelling the failure behaviour of concrete elements presents a number of numerical challenges for the results to be energetically correct. One of the most important ones is capturing the snap-back [2]: the brutal release of stored elastic energy, characterised by a negative slope in the global stress-strain curve describing the response of the structural element upon the formation of a critical crack. Models of this behaviour are of practical
importance when modelling the collapse of buildings, and are useful in research to identify the softening of material models by comparing simulations with experiments. In the case of a visco-elastic concrete model, the speed of loading will affect the amount of free energy available and the development of the post-peak. Although creep is normally considered to act over months and years for engineering purposes [3, 4], concrete exhibits viscous behaviour under load from the first second [5]. Therefore, the speed of loading is an important experimental parameter which must be taken into account. In turn, it is necessary when calibrating a material model to be able to distinguish between the irreversible dissipation of elastic energy through the opening of cracks, and the reversible creep. It is therefore not possible to simply stagger the creep and damage steps as these two relaxation processes, damage and creep can be intimately coupled, and can occur over the same time scale. The numerical algorithm presented in this paper has already been used, in a simplified form, for the modelling of creep and the alkali-silica reaction [6]. To test the algorithm, we have extended commonly used material models. A number of material models have been proposed to describe the softening behaviour of concrete in a continuum damage framework. These models all attempt to capture some essential features of the post-peak, whilst staying as simple as possible. Two models of particular importance due to their use in practice are the Mazars model [7] and the modified compression field theory (MCFT). The Mazars model is usually implemented as an isotropic continuum damage model, whereas the MCFT is more commonly a rotating crack model [8]. In this paper, we compare the snap-back behaviour implied by both these models. We study the size effect caused by changing the dimensions of the sample as well as the role of speed-of-loading in our finite element platform, AMIE [9, 10]. Both models can be expressed in local and non-local forms. We have chosen to use the same regularisation in both models to better highlight the role of the fracture criterion.

2. Methods and materials

A visco-elastic model for creeping concrete was established by fitting experimental data. For the purpose of implementation, the concrete visco-elastic behaviour is represented using a generalised Kelvin-Voigt model with five branches. The parameters for the creep model used are given in table 1. They were calibrated according to basic creep tests performed on a concrete with w/c = 0.45. The evolution of the creep strain is plotted on the figure 1.
The damage model chosen in all the simulations is isotropic scalar damage. The effective modulus of the material is computed as:

$$E = E_0 (1 - d)$$

(1)

With $d$ the damage, $E$ the modulus (viscous or otherwise) and the $0$ indicating the initial value. This damage model is quite simple and may not be adequate for the representation of complex crack patterns. However, in this case, a single crack develops over the course of the experiment and does not close. Therefore this simple model suffices to capture all the important features of the simulation. The softening is applied on all the springs and dashpots of the rheological assembly. Two softening behaviour are tested, MCFT and Mazars. These are implemented as fracture criteria: they represent effectively the envelope of allowable combination of stresses and strain for the material. The damage variable is local in all simulations, unlike the criteria which are non-local.

In the following descriptions, the strain is smoothed over a characteristic distance $d_{char}$. This smoothed strain is used to compute the effective non-local strain in the expressions of the criteria. The choice of the characteristic distance is done following the works of Bazant ADD REF, who recommended a value of 2-3 times the maximum diameter of aggregates, in
In this case, $d_{\text{char}} = 32$ mm. Of note, using the proposed approach it suffices that the criterion is non-local to obtain a non-local solution.

### 2.1 MCFT

For unreinforced concrete, $\varepsilon_{ch}$ and $\varepsilon_{tc}$ describe strains over which the concrete transitions to complete rupture, and $\varepsilon_{\text{crit}}^t$ the critical tensile strain at cracking ($f'_{c}$ in MPa). This relation is purely empirical but is commonly used in civil engineering applications.

$$
\varepsilon_{\text{crit}}^t = \frac{0.65[f'_{c}]^{0.33}}{E_0}
$$

With $E_0$ the initial modulus. We first define:

$$
\phi_t^{bare} = \begin{cases} 
\frac{1}{1 + \sqrt{k(\varepsilon_{ch} - \varepsilon_{\text{crit}})}} & \text{if } \varepsilon_1 < \varepsilon_{\text{crit}}^t \\
\frac{1}{1 + \sqrt{k(\varepsilon_{ch} - \varepsilon_{\text{crit}})}} \frac{\varepsilon_{tc} - \varepsilon_1}{\varepsilon_{ch} - \varepsilon_{tc}} & \text{if } \varepsilon_{\text{crit}}^t \leq \varepsilon_1 < \varepsilon_{ch} \\
0 & \text{if } \varepsilon_{ch} \leq \varepsilon_1 < \varepsilon_{tc} \\
\end{cases}
$$

In this expression, the coefficient $k$ is chosen so that the integral under the stress-strain curve be equal to the dissipated fracture energy at failure, assumed to be $G_f = 75$ N/m. We then get the effective limit strain, with $d_t$ the current damage for the tensile branch:

$$
\varepsilon_1^{\text{crit,eff}} = \phi_t^{bare} \frac{\sigma_1}{E_0(1 - d_t)}
$$

And the unreinforced concrete tensile criterion $C_t^{bare}$ is

$$
C_t^{bare} = \begin{cases} 
1 - \frac{\varepsilon_{\text{crit,eff}}}{\varepsilon_1} & \text{if } \varepsilon_2 > \varepsilon_1^{\text{crit,eff}} \\
-1 + \frac{\varepsilon_1}{\varepsilon_1^{\text{crit,eff}}} & \text{otherwise}
\end{cases}
$$

| Table 2: Parameters for the MCFT simulation. |
|---------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| $E$          | $\nu$ | $f'_{c}$   | $\varepsilon_{\text{crit}}^t$ | $\varepsilon_{\text{crit}}^{bare}$ | $\varepsilon_{ch}^{bare}$ | $\varepsilon_{tc}^{bare}$ |
| 37 GPa       | 0.2   | 37 MPa     | 0.0025          | 0.00694         | 0.00694 × 5      |}

### 2.2 Mazars

The second fracture behaviour is the Mazars model, which was implemented in AMIE without modifications using non-local fields for its expression instead of local ones. The evolution of the damage variable is calculated according to the following relationships where the effective strain is introduced and $\varepsilon_{\text{crit}}$ is the tensile strain threshold:
The damage parameters are given in the Tab. 3.

<table>
<thead>
<tr>
<th>$\varepsilon_{\text{crit}}$</th>
<th>$G_f (J.m^{-2})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3: Damage parameters

3. Methods

Finite elements in space and time were proposed not long after the initial formulation of the method [11, 12]. Nonetheless, usage for the purpose of modelling visco-elastic solids is quite recent [13, 14, 15, 16]. In this framework, it is natural to model visco-elastic behaviours as assemblies of springs and dash-pots. The displacement field $u$ and several internal displacement fields $a_j$ describe the state of the springs and dash-pots, and $a_j$ are the strains derived from these displacement fields. $x$ is concatenation of the displacement field and the internal displacement fields: $x = [u, \ldots, a_j, \ldots]$.

A set of partial differential equations relating the stress $\sigma$ to $a_j$, and their respective rates $\dot{a_j}$ is used to describe the rheological behaviour of the assembly. The elementary differential equations and their assembly is described in detail in [16]; this set of partial differential equations can always be expressed as a symmetric matrix [17], lending itself to efficient numerical solving.

3.1 Space-Time Discretisation

In the framework of space-time finite elements framework, the usual triangular shape functions

$$\{x, y, 1-x-y\}$$

become
Using this discretisation, one can write a system of linear equations in the form of:

\[
\begin{align*}
\frac{x(1-t)}{2}, \quad & \frac{y(1-t)}{2}, \quad \frac{(1-x-y)(1-t)}{2}, \\
\frac{x(t-1)}{2}, \quad & \frac{y(t-1)}{2}, \quad \frac{(1-x-y)(t-1)}{2}
\end{align*}
\]

(9)

Using this discretisation, one can write a system of linear equations in the form of:

\[
\begin{align*}
[K(d)] + \mathbb{L}(d, \Delta t) \mathbf{x}_F = f_F(d) - \mathbb{L}(d, \Delta t) \mathbf{x}_S
\end{align*}
\]

(10)

With K the stiffness matrix, L the viscosity matrix, \( \mathbf{x}_S \) and \( \mathbf{x}_F \) the vectors of nodal displacements at \( t_S \) and \( t_F \) respectively, and \( f_F \) the nodal forces at \( t_F \). The use of prismatic space-time elements ensures the following properties are true if the material properties are constant in time:

- \( K \) is independent of the time step.
- \( L \) is inversely proportional to the time step.

This formulation yields symmetric matrices, suitable for efficient solving using a conjugate gradient. This formulation behaves like a linear time integration scheme, but the cost of adapting the time step is considerably reduced. This is particularly important as the damage algorithm requires changing it at every iteration.

The damage is computed using a novel algorithm, which allows seamless integration with the visco-elastic response. The strong coupling between the visco-elastic response and the damage results from using this algorithm: no assumption of separation of time scales is required, and the impact of both dissipation mechanisms is fully accounted for.

- A visco-elastic step is computed over \( \Delta t \).
- if an element is beyond its failure surface, the instant at which the failure surface was reached is computed,
- the displacement at that instant as the initial condition, a new visco-elastic step is computed over the remainder of \( \Delta t \).
- the element having reached its surface has linearly growing damage. The rate of damage is \( \alpha(1-d_0)/\Delta t \).
- The process is repeated until \( \Delta t \) is reached.

This algorithm adapts the rate of damage to the minimum which can be sustained without going over the failure surface defined by the damage criterion. Determining the rate of damage is key to computing the coupled visco-elastic-damage response. As the minimum rate is also the one where the minimum amount of energy is dissipated, this is also likely the physical response [18]. A limitation to this approach is that a minimum rate of damage is imposed, chosen by giving an appropriate value to \( \alpha \). Although the minimum rate can be chosen freely to be as close to zero as possible, numerical efficacy imposes that it should not be chosen too low, otherwise many steps of acceleration will be required. Interestingly, the rate of damage not imposed arbitrarily — except for its lower bound — but emerges from the choice of fracture criterion. This numerical strategy is therefore suited to identify the implied visco-elastic coupling between damage and energy release when choosing the softening behaviour.
To capture the snap-back behaviour of the sample, every 10 damage steps of imposed displacement of the sample is scaled to find the value for which no damage should occur. Further loading then proceeds from that point. The rate of unloading using this strategy is then as high as necessary to find the equilibrium. However, the rate of the subsequent loading is kept constant during each experiment. It is necessary to proceed this way as there may be no equilibrium solution if the rate of unloading is the same as the rate of loading. In general, we believe that this strategy allows capturing the snap back characteristic of the chosen rate of loading. Indeed, the viscous relaxation in the sample which happens in conjunction with damage always occurs from displacements imposed at the same rate.

3.2 Setup
A three-point bending setup as per the figure 2 was used. Two sample sizes were used to assess the importance of the size effect in the fracture behaviour of concrete sample. Three loading speeds, 1.44, 0.144 and 0.0144 mm/h were used to vary the free elastic energy stored in the sample at the onset of the fracture.

Figure 2: The numerical setup used for the simulation in this paper. The two samples are represented to size. Symmetry was modelled by imposing displacements along the vertical axis at the centreline.

The damage was computed using the strategy delineated above. The snap-back was captured by finding the equilibrium imposed displacement every 10 damage steps. The average damage in the sample as well as the average strains and stresses were recorded. This allowed in post-processing to measure the energy stored in the sample, and relate it to the damage. In this setup, a single crack evolves. Therefore, the amount of damage in the sample can be easily related to an apparent crack length, as the regularisation parameter is the same in all simulations.
4. Results and discussion

The simulations show that the snap-back is well captured by the algorithm (Figure 3). The smaller samples reach higher average stresses but lower strains. The peak stress goes down with the loading rate and the peak strain is slightly increased.

The two fracture behaviour both have the same energy dissipated under their stress-strain curves and are both implemented using the same regularisation parameters. Therefore, the differences observed in the relationship between energy release rate and visco-elastic behaviour are the result of the implied coupling between the damage behaviour and the viscous dissipation.

The Mazar criterion is perfectly continuous and smooth, whereas the MCFT is discontinuous, with a vertical slope at the onset of damage. The Mazar criterion also implies a thinner “tail” in the softening part of the damage curve. The simulations become very noisy when the sample is close to the breaking point. This is probably a numerical limitation due to the choice of discretisation. The rate of damage resulting from the propagation of a crack is probably better read before this point is reached.

We find that as expected, the elastic energy $K_e$ stored in the sample reaches lower peak values as the loading rate diminishes. Using the non-viscous components of stress and strain:

$$K_e = 0.5\sigma : \epsilon$$  \hspace{1cm} (11)

Figure 3: Snap-back behaviour of the samples as a function of the sample type and loading rate (left). Elastic energy stored in the sample as a function of the damage (renormalised by sample depth, right)

The rate of release of this energy as a function of the damage is independent of the initial value or of the dimension of the sample in the case of the Mazar criterion. It is not clear that this is the case for the MCFT, perhaps due to the discontinuity in the expression. This indicates that the constitutive equations, for a given choice of fracture criterion, imply a rate of release of energy with damage which is an intrinsic material property (Figure 4). This result is non-trivial as the material is visco-elastic and the fracture criterion only considers limit stress and strain states.
The scale effect, that is the apparent energy release rate as a function of the dimensions of the sample, an important consideration in fracture mechanics seems to depend on the choice of the fracture criterion and the loading rate. This indicates that for real materials, that is not well modelled by linear elastic fracture mechanics, but characterised by fracture process zones and a transition from continuum to discontinuum there may not be a universal scale effect rule.

Figure 4: Elastic energy dissipated in the sample as a function of the damage renormalised by sample depth, using the Mazars criterion (left) and the MCFT (right)

5. Conclusion
We show in this paper that the choice of fracture criterion implies a particular coupling with the viscous response of the concrete. We have demonstrated a numerical strategy which allows exploring this link. The most important observation is that fracture criteria, even when empirically derived like the MCFT impose energy release rates. This indicates that it is possible to use empirical behaviours behave as though they had been formally derived from an energy potential.

In future works, the energy release rate imposed in phase field damage models should be related to the implied rate which can be measured using the method outlined here.
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Abstract
Cementitious materials are usually applied as an overlay to enhance the durability of concrete structures. This study takes into account the time dependent chloride binding isotherms of materials in the overlay system, and predicts the service life of reinforced concrete structures based on the chloride-induced corrosion. In order to realize a more realistic simulation, an interval of 25 years is specified to replace the overlay material on the concrete substrate. For comparison, simulation of chloride ingress into a single reinforced concrete substrate is conducted, on which the concrete cover is also renewed in the same time interval. The results show that a thin layer of cementitious overlay material with the thickness of no more than 10 mm can significantly improve the resistivity of concrete structures to chloride ingress. A cementitious overlay system with replacement of a thin overlay material in every 25 years has only a slight influence on the evolution of chloride profiles in concrete substrate, compared to an overlay system without replacement of overlay material. Furthermore, the efficiency of a thin overlay material on extending the service life of reinforced concrete structures is found to be comparable to the case that concrete cover is renewed periodically.

1. Introduction
In service, concrete structures may suffer from deteriorations in different forms, including shrinkage-induced cracking, carbonation and reinforcement corrosion due to chloride ingress. Cementitious material as an overlay [1, 2] is commonly used to protect the underlying concrete. The overlay is used as a physical barrier towards external ingressive sources, such as moisture, chloride and sulfate. As a protection method, the assessment of service life of overlay system is of great importance. With respect to chloride induced reinforcement corrosion, numerical solution is needed for the chloride transport process in a double layer system. Song et al. [3] applied a finite difference method to solve the diffusion equation,
taking into account the time dependent surface chloride ion concentration and the time span for the concrete cover replacement. However, chloride binding is also very important during chloride transport through cementitious materials. Chloride binding behavior of cementitious materials highly depends on their composition. Among the hydration products, the calcium silicate hydrate (C-S-H) phase and the monosulfate (AFm) phase, are best known to bind chloride ions, with the chemical binding from AFm compounds through chemical substitution, and the physical binding from C-S-H phase due to its high specific surface values [4]. Different chloride binding isotherms, including linear and non-linear isotherms, are studied by Perez et al. [5] to accentuate their significance in time of steel depassivation.

In this study, a cement paste with the thickness of 6 mm or 10 mm is applied as an overlay material. Time dependent chloride binding isotherm is taken into account for the simulation on chloride transport through the cementitious coating system. To mimic practical coating systems, coating material is replaced every 25 years in the simulation. As above-mentioned, in [3] a periodically replaced concrete cover has been a solution to keep chloride content under a safe level. In this study, concrete cover replacement on a single substrate is also simulated as a reference for comparison with coating systems.

2. Chloride diffusion

In saturated cement-based materials, diffusion is a process in which ions migrate from higher concentration area to lower concentration area with water as a media. The Fick’s 2nd law is commonly used to describe this process.

\[
\frac{\partial C_c}{\partial t} = div(D_t grad C_c)
\]  

(1)

where \( C_c \) is the chloride content in concrete (\( kg \) in unit volume of cementitious material), \( D_t \) is the time dependent chloride diffusion coefficient (\( m^2/s \)), \( t \) is time (s).

In order to conserve the mass of chloride diffusing through the coating and the substrate, the chloride concentration \( C_f \) in the pore solution of each material is introduced, and linked to the chloride content \( C_c \) in the materials by total porosity \( \Phi_T \). With \( C_c = \Phi_T C_f \), a new form of Eq. (1) reads:

\[
\frac{\partial \Phi_T C_f}{\partial t} = \frac{d C_f}{d C_c} div(D_t grad (\Phi_T C_f))
\]  

(2)

where \( C_f \) is the total chloride concentration with respect to the pore solution, in mole of chloride per liter of the pore solution. The term \( d C_f/d C_c \) accounts for chloride binding, and can be determined according to the binding isotherm.

3. Parameter determination
In Eq. (2), for either the coating or the substrate, total porosity $\Phi_T$, chloride diffusion coefficient $D_t$, and the term $dC/dC_t$ are time dependent. Their values change with the proceeding hydration of cementitious materials. During the simulation, each of them needs to be determined with respect to time.

### 3.1 Diffusion coefficient

This study focuses on chloride transport through the saturated cementitious materials. A power function in terms of concrete age $-\tau$, is usually adopted to account for the time dependent diffusion coefficient $D(t)$ with the form: $D(t) = D_T(T/t)^n$. Where $D_T$ is the chloride diffusion coefficient for concrete at age $T$ (reference time), and $n$ is the exponential coefficient for $D(t)$, which is also referred to as aging factor in DuraCrete [6]. In this study, $n$ is specified as 0.37 for OPC concrete in tidal and splashed zone, according to DuraCrete. Since it is not rational to assume $D(t)$ decreases infinitely with exposure time, the decreasing curve of $D(t)$ is truncated at $t = 25$ years.

A concrete with a water to cement ratio of 0.5, and a volumetric cement content of 450 kg, is used as a substrate. The diffusion coefficient of concrete $D_{\text{sub}}$ is highly dependent on its water to cement ratio. According to [7], the diffusion coefficient of concrete at 28 days follows the relation:

$$D_{\text{sub}} = 10^{-12.06+2.4w/c}.$$  

For a concrete with a water to cement ratio of 0.5, $D_{\text{sub}} = 1.38 \times 10^{-11} \text{ m}^2/\text{s}$. A cement paste with a water to cement ratio of 0.35, and a volumetric cement content of 1498 kg, is used as a coating material in this study. The diffusion coefficient of coating material $D_{\text{co}}$ is obtained from [8], with $D_{\text{co}} = 3.26 \times 10^{-12} \text{ m}^2/\text{s}$.

### 3.2 Binding isotherm

In cement paste, C-S-H and monosulphate hydrate are believed to have significant chloride binding capacities. Hirao et al. [9] investigated chloride binding isotherms of these hydrates, and found that the chloride binding by monosulfate hydrates is attributed to the formation of Friedel’s salt, while the chloride-binding of C-S-H is a physical process due to its high specific surface values. The chloride binding isotherm of AFm followed a Freundlich-type adsorption (Eq. (3)), while C-S-H followed a Langmuir-type adsorption (Eq. (4)):

$$C_b = 0.86C_f^{0.58}$$  \hspace{1cm} (3)

$$C_b = 0.61 \times \frac{2.65C_f}{1 + 2.65C_f}$$  \hspace{1cm} (4)

where $C_b = \text{AFm}$ is bound chloride, in moles of chloride per mole of AFm, $C_{b-c-S-H}$ is bound chloride, in milli-moles of chloride per gram of C-S-H, and $C_f$ is free chloride, in moles of free chloride per liter of the pore solution. To calculate the term $dC/dC_f$, it is necessary to use the same unit for free and bound concentrations. For this reason, the units are converted to moles of chloride per liter of the pore solution. Three parameters should be involved for the conversion, including the mass of monosulphate $m_{\text{AFm}}$, the mass of C-S-H...
gel $m_{C-S-H}$, and total porosity $\Phi_T$. The unit of $m_{APm}$ and $m_{C-S-H}$ is in kilograms of the hydrates per cubic meter of the cementitious material. Determination of $m_{C-S-H}$, $m_{APm}$, and $\Phi_T$ will be discussed in the following part.

3.3 Determination of $\Phi_T$, $m_{C-S-H}$ and $m_{APm}$

For simplification, in concrete substrate, only pores of cement paste are taken into account in this study, despite pores in other forms may exist: e.g. pores in the interface transition zone between aggregates and cement paste. The total porosity $\Phi_T$ of cement paste consists of capillary porosity $\Phi_{cap}$ and gel porosity $\Phi_{gp}$. Gel porosity is based on the amount of C-S-H gel $m_{C-S-H}$ formed during hydration. The composition of cement is an important parameter to the hydration process. Generally, ordinary Portland cement consists of four clinkers, i.e., tricalcium silicate (alite: $C_3S$), dicalcium silicate (belite: $C_2S$), tricalcium aluminate ($C_3A$) and tetracalcium aluminoferrite (ferrite: $C_4AF$). In addition, gypsum ($C_2S$) is added as an inhibitor to prevent flash setting. In this study, Portland cement with a specific mineral composition is used. The mass composition of cement is as follows: $C_3S : C_2S : C_3A : C_4AF : Gypsum = 53.5% : 21% : 7.5% : 10% : 8\%$.

3.3.1 Capillary porosity

The fresh cement paste consists of cement particles and water filled pores. Over hydration, water is gradually consumed for the reaction, and transferred to hydration products. The volume of initially water filled pores gets smaller and smaller due to the precipitation of hydration products. Capillary pore is the residual volume of unfilled space between cement particles. The capillary porosity depends on the degree of hydration of cement paste. Degree of hydration $\alpha(t)$ and capillary porosity $\Phi_{cap}$, can be calculated according to a modified Power’s model [10-12].

3.3.2 Amount of C-S-H gel and AFm

The mass fraction of C-S-H and AFm over hydration can be deduced from the chemical equilibrium of cement reactions. According to Taylor [13], the chemical reactions describe the hydration process of OPC, these reactions can be used to determine the mass stoichiometries of the reactants and products. During hydration, the reactions of four major phases develop differently, degree of reaction of the each phase can be approximated by Avrami equations [14].

3.3.3 Gel porosity

Distinct from capillary pores, the finest pores with the sizes ranging from approximately 10 nm to 0.5 nm are called gel pores [15]. Literally, gel pores are from the C-S-H gel phase, where low density C-S-H (LD C-S-H) and high density C-S-H (HD C-S-H) are distinguished. Apparently, pore structures of these two types of gels are different. It is believed that only some of the pores in LD C-S-H are accessible to nitrogen [16]. In this study, assumption is made that chloride ions can only enter the pores which nitrogen can enter. Consequently, gel porosity $\Phi_{gp}$ refers to chloride accessible gel pores. Detailed information for determining gel porosity $\Phi_{gp}$ can be found from [16].
4. Numerical model

In this study, a cement paste as a coating material is applied on concrete substrates. A 1-dimensional (1D) case of chloride transport through a substrate or a coating system is simulated. The thickness of the substrate is 150 mm, on which a 6 mm or 10 mm-thick coating is applied. The top surface of the substrate or the coating system is exposed to a chloride environment (tidal and splashed zone), while the bottom surface is considered sealed. Steel reinforcements are placed in the substrate at a depth of 30 mm from the top surface. 4 scenarios are considered: 1. Chloride transport through a concrete substrate; 2. Chloride transport through a concrete substrate, but the 30 mm-thick concrete cover is renewed every 25 years; 3. Chloride transport through a coating system, a 6 mm or 10 mm-thick coating is applied on the substrate; 4. Chloride transport through a coating system as in scenario 3, but the coatings are renewed every 25 years. The 4 scenarios are also listed in Tab. 1.

Table 1 Scenarios in this study.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Coating (6 or 10 mm)</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Cover replacement</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coating replacement</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

All substrates are subjected to a mist curing for 7 days before the exposure to a chloride environment or the application of coatings. As regards the surface chloride content, it is conventionally expressed by its mass percentage to the cement paste. The surface chloride content is also found to be time dependent [17]. In this study, to avoid the complexity of surface chloride content, a constant chloride concentration of 0.5 mol/l is assumed and assigned on the exposing surface of all specimens from scenario 1-4. The total exposure time is 100 years. To facilitate the description of these series, abbreviations are adopted (see Tab. 2). For instance, “CS06Rep25Cov30” stands for a coating system consisting of a 6 mm-thick coating material and a concrete substrate, the thickness of concrete cover is 30 mm, and the coating is replaced every 25 years. “SubRep25Cov30” refers to a substrate with a 30 mm-thick concrete cover, and the concrete cover is replaced every 25 years.

5. Results and discussion

The commercial FEM software COMSOL Multiphysics is adopted to solve Eq. (2). Numerical analysis is performed on both concrete substrate and coating systems.

5.1 Substrate and coating system

Chloride profiles of a substrate concrete and a coating material, after 25-year and 100-year exposure in chloride environment, are shown in Fig. 1 (a). In this figure, Sub - 25y stands for a substrate exposed in chloride environment for 25 years, etc. A coating is found to effectively...
retard the chloride ingress. There exists a steeper gradient of chloride concentration in the coating material than in the concrete substrate, because the coating has a lower chloride diffusivity, expected from a lower w/c of 0.35 compared to the one of the concrete substrate (w/c = 0.5).

Table 2 Abbreviations used for each scenario in this study.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate</td>
<td>Sub</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cover thickness</td>
<td>Cov30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coating-substrate system(^{(a)})</td>
<td></td>
<td>CS06</td>
<td>CS10</td>
<td></td>
</tr>
<tr>
<td>Substrate (cover replacement)</td>
<td>SubRep25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coating-substrate system(^{(b)}) (Coating replacement)</td>
<td></td>
<td>CS06Rep25</td>
<td>CS10Rep25</td>
<td></td>
</tr>
<tr>
<td>Exposure time</td>
<td>100y</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a): Coatings with the thickness of 6 mm or 10 mm are used.

Fig. 1 (a) Chloride profile in the substrate and the coating material. (b) Evolution of chloride concentration at the depth of 30 mm (location of reinforcement) in the substrate and the coating systems.

5.2 Concrete cover replaced every 25 years

In practice, the coating material is believed to require replacement in certain time period. Time period for replacement in this study is specified as 25 years. Reinforcement is placed at the depth of 30 mm under the surface of substrate. For reference, in a monolithic concrete substrate, a 30 mm-thick concrete cover is replaced every 25 years as well. The case of concrete cover replacement is studied first. At the depth of 30 mm (cover thickness), evolution of chloride concentration as function of exposing time is depicted in Fig. 1 (b). In this figure, 4 cases are concerned, including a concrete substrate with a 30 mm cover
(SubCov30), a concrete substrate with 30 mm-thick cover replaced every 25 years (SubRep25Cov30), and two coating systems, with a 6 mm-thick coating (CS06Rep25Cov30) and a 10 mm-thick coating (CS10Rep25Cov30), respectively. In the case of SubCov30, chloride concentration at the depth of reinforcement increases smoothly over time. However, with the cover replaced periodically after the first 25 years (SubRep25Cov30), a stepwise decrease of chloride concentration is observed at the depth of reinforcement. For the cases of two coating systems, i.e. CS06Rep25Cov30 and CS10Rep25Cov30, chloride concentrations at the depth of reinforcement are effectively reduced, compared to the case of SubCov30. It is clear that the thicker coating exhibits a higher efficiency in protecting the substrate from chloride ingress.

5.3 Coating replaced every 25 years
This part aims to study the influence of the coating and the coating replacement on chloride transport through a coating system, where 6 mm-thick and 10 mm-thick coatings are used, and replaced every 25 years. As a reference, coating systems without coating replacement are also investigated. Evolution of chloride concentration in a coating system with a 6 mm-thick coating is shown in Fig. 2 (a). Two locations, i.e., the interface between two materials and the depth of reinforcement are concerned. After the first 25 years in service, the coating material is replaced. Clear difference in chloride concentration can be found at the interfaces from coating systems with or without coating replacement. With coating replacement, chloride concentration at interface is even higher than the one without coating replacement. This is somehow counterintuitive, because a fresh coating is supposed to absorb chloride from the substrate. However, the effects from a new coating are two fold. On one hand, it absorbs chloride from the substrate. On the other hand, a higher diffusivity at early age allows a quicker chloride ingress from the exposing surface. These two processes impact each other and result in different situations. Fig. 2 (b) shows the evolution of chloride concentration in a coating system with a 10 mm-thick coating. In contrast to Fig. 2 (a), a lower chloride concentration at the interface of CS10Rep25Cov30 is observed, compared to the one of CS10Cov30. Nevertheless, chloride concentration at the depth of 30 mm is not affected when the coatings are replaced periodically, indicated both in Fig. 2 (a) and Fig. 2 (b); this is because that, the chloride concentration at deeper locations in concrete substrates is less influenced by the variation of chloride concentration at the surface of concrete surface, which can also be indicated from Fig. 1 (a).

5.4 Cover replacement versus coating replacement
Fig. 1 (b) shows the evolution of chloride concentration in different structures, including a concrete substrate, a substrate with cover replacement and two coating systems (06 mm-thick coating and 10mm-coating) with coating replacement. Comparisons are made to see the difference of initiation time of corrosion in each case. The initiation time refers to chloride based service life of structures in this study. It is worth noting that the thickness of concrete cover and critical chloride concentration are two of the main factors to determine the service life of reinforced concrete structures. The concrete cover thickness is specified as 30 mm in this study. However, the critical chloride concentration is dependent on many factors, e.g. type and surface pretreatment of reinforcement, binding behavior of cement-based matrix, etc. With the steel embedded in cement-based material (laboratory conditions), the published
critical free chloride concentration has a great range from 0.045 to 3.22 mol/l of pore solution [18]. Regarding this issue, different critical chloride concentrations, e.g. 0.1 or 0.15 moles of chloride in per liter of pore solution, are used to calculate the time when corrosion of reinforcement is initiated. The results are presented in Fig. 3. With a critical chloride concentration of 0.1 mol/l, the service life of Sub, SubRep25, CS06Rep25 and CS10 Rep25 are 17, 17, 53 and 100 years, respectively. Note that the critical chloride concentration for the initiation of reinforcement corrosion will also have an effect on the calculated results of chloride-based service life. It is obvious that a thicker coating will result in a slower progress of increasing chloride concentration on the surface of reinforcement. However, no general conclusion can be drawn on different methods in terms of cover replacement or coating replacement, because the comparison also depends on the critical chloride concentration. For example, given a critical chloride concentration of 0.15 mol/l, the service life of Sub, SubRep25, CS06Rep25 and CS10Rep25 are 31, 100, 89 and 100 years, respectively. In this case, CS06Rep25 has a shorter service life than SubRep25, while CS06Rep25 has a longer service life than SubRep25 when 0.1 mol/l is specified as a critical chloride concentration.

(a) 06 mm-thick coating  (b) 10 mm-thick coating
Fig. 2 Chloride profile of coating systems with or without coating material replaced.

Fig. 3 Predicted service life of reinforced concrete structures.
Therefore, this simulation is essential to figure out the efficiency of each method (concrete cover replacement or application of coating materials), and to evaluate the extent of chloride-based service life of a reinforced concrete structure with application of coatings.

6. Conclusion

In this study, chloride transport through the concrete substrates and the coating systems is simulated, taking into account the chloride binding effect. Cover replacement and coating replacement in every 25 years are considered and compared to each other. Several conclusions can be drawn:

- Cementitious coatings with the thickness of 6 mm or 10 mm have a significant influence on chloride ingress into concrete structures. A steeper concentration gradient in coating materials is observed because the coating has a lower water to cement ratio than the substrate.
- In the case that the coating is replaced periodically, coating replacement results in different chloride concentrations at the interface between two materials. Evolution of chloride concentration at the interface is found to depend on the coating thickness. When a thin coating (e.g. 6 mm-thick) is replaced periodically, chloride concentration at the interface of a coating system can be even higher, compared to the case that the coating is not replaced in a coating system.
- Coating replacement has a minor influence on the chloride concentration at the location of reinforcement (30 mm from substrate surface in this study). It has to be pointed out that this influence will also depend on the coating thickness and the cover thickness, etc.
- Chloride transport through a substrate with the cover replaced every 25 years is also simulated. A stepwise reduction of chloride concentration at the location of reinforcement is observed. Concrete cover replacement in a single substrate is compared to coating replacement in coating systems, in terms of their influence on chloride concentration at the location of reinforcement. Service life prediction is conducted by specifying different critical chloride concentrations. The efficiency of cover replacement or coating replacement depends on many factors, e.g. cover thickness, coating thickness and composition of the coating, etc. Therefore, this simulation is essential to evaluate their efficiency, and instructive for practical issues, including the concrete cover replacement and the application of cementitious coatings.
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Abstract

In this study, the flexural performance and usability of basalt fibres (BF), which has been recently introduced, in the fibre reinforced cementitious composites (BRC) are investigated incorporating mineral admixtures. Two types of sustainable puzzolanic admixtures were used, nano clay (NC) as a natural resource and granulated blast furnace slag (GGBS) as a byproduct. The experimental studies were carried out in 3, 7, 28, 56, 90 and 120-day curing periods and afterwards in harsh durability test conditions. All the tests were conducted compared with glass fibre (GF) reinforced cementitious composites (GRC). It is noticed that the matrix modification have positive effect on the flexural performance of BRC by puzzolanic reaction. The reduction trend in strains beyond 7 days in 100% cement ones is retarded to 28 and 56 days by enhancing matrix-fibre interface. In spite of the fact that the pull-out mechanism is improved during freeze-thaw cycles, BRC is still sensitive to heat-rain cycles. Meanwhile, there is no sign of alkaline attack on basalt fibre in SEM micrographs. Further research on BRC is necessary to satisfy the flexural performance in severe durability conditions.

1. Introduction

Basalt fibres were industrially produced in 1985 [1] from igneous rock. BF has 20-30% higher tensile strength, modulus of elasticity, fire resistance [2,3], and durability in alkaline conditions [4] compared with GF. BF, which is a relatively new fibre type, is receiving increasing attention especially in fibre reinforced polymer composites (BFRP) [5]. Nowadays, a few studies are available on the utilization of basalt fibres in cementitious matrix. The effect of basalt fibres on the mechanical characteristics were investigated in geopolymer concretes (GPC) [6], fibre
reinforced concrete (BFRC) [7,8], textile reinforced mortar (TRM) [9], and high performance concrete (HPFRC) [10]. The research studies on BF indicated significant increase in fracture energy and flexural characteristics, but these studies are limited with only standard curing period. According to the author’s knowledge, in the current literature, there is only one study [11] on the durability of BRC, or BFRC, whose long-term performance is revealed, e.g. heat-rain test. Further research efforts on BRC, or BFRC, incorporating mineral admixtures are necessary due to unsatisfactory long-term performance of BRC in 100% cement matrix.

Calcined clay, or namely metakaolin, is the hydrocalcination product of kaolin contained clays. Since the mid-1990s, the studies concentrated on this highly puzzolanic material whose usage in the range 5% to 15 % by weight significantly increases the mechanical performance and durability of concrete [12]. Nowadays, another economic and natural resource is available, nano-clay (NC). Recently, there are a few studies on NC usage in concrete. It is indicated that NC promotes the hydration process in the matrix and contribute to more compact concrete, e.g. 5% NC addition [13] provides improvement in freeze-thaw resistance and chloride diffusion coefficient.

Ground granulated blast furnace slag (GGBS), or shortly slag, is a byproduct obtained from blast furnaces. It is generally used in high ratios (50-80%) in cement e.g. CEM III/B, or replacing with cement in predetermined ratios. Slag provides significant reduction in hydration heat, corrosion, alkali silica reaction rate [14,15], and the enhancement in mechanical characteristics at later ages through more dense interface.

In this study, to investigate and improve the flexural strain capacity in durability tests as well as in standard curing conditions are addressed incorporating two types local and sustainable mineral admixtures mentioned above, nano-clay and slag. The flexural results are evaluated in figures, tables and SEM micrographs.

2. Experimental Procedure

2.1 Materials and mixture proportions

Typical design of fibre reinforced cement composite, e.g. GRC, consists of cement, sand, water, polymer, often supplementary cementitious materials, and dispersed chopped fibres. In this study, nano-clay and slag from the local producers were used as mineral admixtures to enhance matrix-fibre interface and flexural strain capacity of fibres. The physical and chemical compositions of the binding materials are presented in Table 1. The particle size distributions of cement, nano clay and slag are displayed in Fig. 1.

| Table 1: Physical and chemical compositions of cement, nano clay and slag. |
|-----------------|-------|-------|-------|-------|--------|--------|
| Binder materials | CaO   | SiO₂  | Al₂O₃ | Fe₂O₃ | MgO    | Blaine  |
|                  | %     | cm²/g |       |       |        | Specific gravity |
| Cement CEM II/B-L 42.5R | 63.18 | 16.51 | 3.37  | 0.16  | 0.84   | 5840    | 3.0     |
| Nano clay (NC)    | 24.19 | 35.62 |       | 0.29  |        | 9180    | 2.6     |
| Slag (GGBS)       | 33.99 | 40.29 | 11.11 | 0.22  | 5.76   | 5350    | 2.9     |

Total six mixtures were designed with three types of cementitious matrices. Three mixtures were conducted with BF, and remaining three mixtures with GF (Table 2). The ratios of nano
clay (NC) and slag (S1, S2) to total binding materials are 15 %, 50% and 80% by weight, respectively. In the mixture, fine silica sand (1300 μm to 150 μm in diameter) as aggregate and acrylic copolymer (4% by weight with respect to binding materials) were used similar to common GRC applications. Water to binder ratio is 0.33 in all mixture designs. Polymer component in the mixtures provides internal curing by minimizing water demand.

![Figure 1: Particle size distribution of cement, nano-clay and slag.](image)

Table 2: Mixture compositions.

<table>
<thead>
<tr>
<th>Mix</th>
<th>Cement</th>
<th>Nano clay</th>
<th>Slag</th>
<th>Total binder</th>
<th>Silica sand</th>
<th>Polymer</th>
<th>Basalt fibre</th>
<th>Glass fibre</th>
</tr>
</thead>
<tbody>
<tr>
<td>NC</td>
<td>732</td>
<td>130</td>
<td></td>
<td>862</td>
<td>948.6</td>
<td>34.5</td>
<td>56</td>
<td>53.6</td>
</tr>
<tr>
<td>S1</td>
<td>431</td>
<td>130</td>
<td>431</td>
<td>862</td>
<td>957.0</td>
<td>34.5</td>
<td>56</td>
<td>53.6</td>
</tr>
<tr>
<td>S2</td>
<td>172</td>
<td>130</td>
<td>690</td>
<td>862</td>
<td>940.7</td>
<td>34.5</td>
<td>56</td>
<td>53.6</td>
</tr>
</tbody>
</table>

The main characteristics of BF and GF are given in Table 3. The volumetric fibre ratio ($V_f$) of basalt and glass fibres were chosen 2%, thus it is aimed to compare the experimental results with the previous study [11]. This ratio is also the upper limit for premix design of any fibre reinforced cementitious mix. Meanwhile, fibre ratios up to about 6 % via spray-up method are utilized in the industrial cladding applications.

Table 3: Properties of glass and basalt fibres.

<table>
<thead>
<tr>
<th>Fibre type</th>
<th>Length (mm)</th>
<th>Dia. (μm)</th>
<th>Density (g/cm³)</th>
<th>Elastic modulus strength (GPa)</th>
<th>Tensile strength (MPa)</th>
<th>Elong. (%)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>24</td>
<td>13-20</td>
<td>2.68</td>
<td>72</td>
<td>3500</td>
<td>4.5</td>
<td>CEMFIL®</td>
</tr>
<tr>
<td>Basalt</td>
<td>24</td>
<td>14-20</td>
<td>2.80</td>
<td>89</td>
<td>4840</td>
<td>3.15</td>
<td>Golden basalt®</td>
</tr>
</tbody>
</table>

2.2 Specimens preparation and testing

The experiments were carried out through the spray-up method to observe actual performance of BRC and GRC. There is no workability problem in this method. The spray gun chops the incoming continuous roving to fibres of a predetermined length. After completing the spray-up process to the mould, the roller is applied to compact the composite. The fresh mixes were applied to 12 mm x 600 mm x 600mm-square sheet moulds and 50 mm-cubic moulds. All the specimens were demoulded 24 hours later. For all the mixture...
designs, the sheets were categorized for the bending tests at the specific curing times as well as for the durability cycles.

Five cubes were poured for each curing time in all mixture series. 20 plates (11 x 50 x 270 mm) were cut from each sheet, total 18 sheets, for four-point bending tests in the curing periods of 3, 7, 28, 56, 90 and 120 days. 18 plates (11 x 60 x 250 mm) were cut from each sheet, total 10 sheets, for three-point bending tests regarding freeze-thaw tests. For heat-rain tests, total 24 sheets were preserved without cutting. All the specimens were placed in an environmental chamber at 35% relative humidity (RH) at 20±2°C until the day of testing. Polymer component allows to this internal curing regime, in addition, it is preferred for industrial applications.

Compressive and bending strength tests were carried out in accordance with EN 1170-4/5:1997, durability tests were executed according to EN 12467. Microstructural characteristics in some plates were examined by means of Zeiss EVO LS 10 type Scanning Electron Microscope (SEM), exactly to decide the fracture mechanism in BRC and GRC specimens.

2.2.1 Compressive strength tests
Compressive strength tests were carried out in the computer controlled Universal Testing Machine (TCS group) with 200 kN load cell at the load rate of 2400 N/s. For nano-clay specimens (NC), the average strengths are 43.7 MPa (BF) and 37.8 MPa (GF) at 28 days. 15% nano-clay replacement enhanced the compressive strength in the level of 13% in BF-specimens compared with 100% cement one (38.5 MPa), and the strength enhancement in BF-cubes was not observed in GF-ones (37.6 MPa). This phenomenon may be related with the integrity fibre and matrix. Compressive strength increase in NC-series continued up to 56 days (52.0 MPa for BF, 45.17 MPa for GF), slightly drop is observed in the later curing periods. 7 to 28-day strength ratio is 0.8 and lower than 100% cement case (0.86-0.88) [11].

%50 slag replacement (S1) decreased 28-day average compressive strength 28% for BF and only 3% for GF. Increasing slag ratio (80%) gives rise to a greater reduction in the strengths, e.g. 52% for BF and 47% for GF in S2 series. In BF-S1 and BF-S2 series, the compressive strengths increased about 40% up to 90 days (34.3 MPa, 25.4 MPa). Slag replacements in GF-specimens did not significantly improve those strengths in later curing times after 28 days.

2.2.2 Bending tests
In the four-point bending tests, the span is 250 mm between roller supports. Following to 5 N preloading, the bending test is executed on a displacement controlled servo-hydraulic testing system with 500 Kgf load cell (Testometric Micro 350) at the load rate of 0.03±0.003 mm/s. Load and midspan deflection levels are recorded on a computerized data system and converted to stress-strain.

The typical stress-strain variation of BRC and GRC under flexure are given in Figure 2. Stresses and strains concerning the limit of proportionality ($\sigma_{LOP}$, $\varepsilon_{LOP}$) and the modulus of rupture ($\sigma_{MOR}$, $\varepsilon_{MOR}$), namely ultimate limits, (MOR) are displayed in this figure. A bilinear stress-strain variation is observed in BF-specimens similar to GF-specimens owing to strain hardening.
Four-point bending tests were executed on at least ten BF- and GF-plate specimens from top and bottom surfaces. After discarding a few scattered data, the average ultimate strengths and strains ($\sigma_{\text{MOR}}, \varepsilon_{\text{MOR}}$) at 3, 7, 28, 56, 90 and 120 days are presented in Fig. 3. The coefficients of variation in stresses and strains are in the range 6-18%. The proportionality strengths and strains ($\sigma_{\text{LOP}}, \varepsilon_{\text{LOP}}$) were not given for the sake of brevity. $\sigma_{\text{MOR}}, \varepsilon_{\text{MOR}}$ values of this study are partially compared with 100% cement (control) ones of the previous study [11]. In that study, the experimental results until 28 days are available as the puzzolanic effect is not under consideration. The following evaluations can be made from all the experimental results.

**Nano clay (15%)-specimens**

In NC-specimens, 7-day flexural strength (13.08 MPa) of BF-specimens is lower only 5% than that of control ones (13.82 MPa), 28-day strengths (12.60 MPa) are 7% higher than those ones (11.82 MPa). 7-day strain (0.75%) of BF-specimens is 17% lower, 28-day strain (0.76%) is 9% higher than control specimens (0.88%, 0.64%). It is observed that NC addition eliminated the significant drop (38%) of strain capacity in control mixes from 7 days to 28 days. The reduction rate in strain capacity decreased and retarded with NC admixture in the later curing days.

The effect of NC-addition on flexural strengths is not significant in GF-specimens as much as BF-specimens. 7- and 28-day flexural strengths are 32% and 27% lower than GF-control specimens (13.66 MPa, 13.98 MPa. However, the positive effect of NC addition on strains is under consideration for GF-ones as well, e.g. 28-day strain (0.93%) is 19% is higher than the control specimen (0.78%) respectively. As a result, nano-clay has a substantial positive effect especially on strain capacities of both BF and GF fibre-matrix interface due to puzzolanic effect.

**Slag (50%, 80%)-specimens**

50% slag replacement (S1) leads the reduction of 43% and 22% in 7- and 28-day strengths of BF specimens compared with BF-control specimens. 80% slag replacement (S2) causes a very significant strength drop (40%, 53%) at 28 days compared with respectively BF-S1 and control specimens.
The drop trend in the strains begins from 28 days in BF-S1 and GF-S1 series, this trend was retarded to 56 days in S2 series. It is interesting that the strain capacities display similarities in GF-NC and –S2 series in 56 days and beyond it. Strain performances of GF-S1 and GF-S2 series are higher than BF-ones. The most positive effect of slag admixture is on the strains, the increase in flexural strengths is lower than NC-ones.

Figure 3: Variation in averaged ultimate flexural strengths and strains of basalt and glass fibres with curing time for the replacements of nano clay (15%), and slag (50%, 80%).
3. Durability Performance

Durability tests were conducted in a suitable stage after 28 days until 90 days by considering production process of the firm where the experiments were conducted. For this reason, the flexural tests for reference specimens were also carried out prior to starting heat-rain or freeze-thaw cycles.

3.1 Heat-rain test

Heat-rain test is an accelerated weathering test to observe visible problems (cracks, delamination etc.) in the sheets and to determine the variation in the flexural characteristics after harsh exposure cycles. The test is composed total 50 cycles, and each cycle continues 6 hours. In each cycle, the sheets are exposed to about 1 l/m²/min. water spray for completely wetting face (2h 50 min±5 min) + radiant heating in 60±5°C (2h 50 min±5 min) steps with 10 min. intervals. After reference sheet tests, total six (3+3) BF and GF-sheets for each mineral additive were fixed at the vertical position in computer controlled test cabin. The relevant sheets were taken outside in 8th, 26th and the last 50th cycles. Herein, the findings from average values of flexural test results (Fig.4) are evaluated.

Although nano-clay and slag replacement in BF-specimens retard the strain drop especially in earlier cycles compared with 100% cement one [11], the performance in the later cycles is poor and quiet similar to control specimens. It seems that this severe exposure may lead to increase the pullout resistance and overbonding by ongoing hydration and calcium silicate hydrate (C-S-H) accumulation around basalt fibres. These conditions give rise to fast drops in the strains of BF-specimens during the ongoing cycles.

The reference strengths (10.73 MPa, 9.52 MPa, 8.81 MPa) of GF-specimens in NC, S1 and S2 series are significantly lower than control specimen (13.37 MPa). However, the drop rate in strengths under continuous cycles is lower than those ones, even an increment is available as from 8th cycles to be relevant with the adherence variation in the matrix-fibre interface. It is interesting that there is a noticeable adherence-induced enhancement in strain capacity (up to about 1%) for 80% slag ratio (S2) as from the initial cycles.

![Figure 4: Variation in averaged ultimate flexural strengths and strains of basalt and glass fibres under heat-rain cycles.](image-url)
3.2 Freeze-thaw test

In freeze-thaw test, each cycle continues 4 h to 6 h, max. 72 h interval between cycles which the plate specimens are stored in water at 20 °C. Ten plates for each series are exposed to total 100 cycles. In a cycle, first stage is to cool in the freezer down to (-20 ± 4) °C within 1 h to 2 h and holding at this temperature for a further 1 h; and the second stage is to heat in the water bath up to (20 ± 4) °C within 1 h to 2 h and hold at this temperature for a further 1 h. The relevant plates were taken outside in 25th and last 100th cycles. Herein, the findings from flexural test results (Fig.5) are evaluated.

There is a different trend for BF-specimens in freeze-thaw cycles compared with heat-rain cycles. Brittle fracture trend due to C-S-H accumulation around fibres disappears and more ductile behaviour is under consideration in BF-NC, S1 and S2 series. In first cycles, the strength enhancement may be observed. It is noticed that the fibre-matrix integrity significantly degraded in GF-S2 series, thus, no value was displayed concerning 100th cycle of GF-S2 series. The possible reason may be weakening bond between the matrix and fibres due to freeze-thaw cycles and the disintegrity of the matrix incorporated with fibre debonding.
4. Discussion of Test Results

The flexural performances are evaluated in this section by considering mineral admixture incorporation compared with control specimens. The cement matrix negatively influences the BF fibre-matrix interface after 7 days. Drop rate in averaged flexural strains is evident (28%) from 7 days to 28 days [11]. It can be seen in SEM images that the appearance of fibre is no-longer smooth, and the surface is filled with C-S-H more and more (Fig.6 a,b). Mineral admixture replacement retards the C-S-H deposits to 28 days and beyond it. In addition, the drop rate of strains in following curing times decreases as well. In all the experiments, both BF and GF presented high dimensional stability.

C-S-H densification accelerates in severe wetting-heating durability cycles (Fig.6 c,d) as a result of ongoing hydration in cement particles. Consequently, a sharp brittle failure mode is observed even after first cycles. None of BF-NC,S1,S2 series gives rise acceptable performance in heat-rain cycles possibly due to the humid/warm conditions supporting hydration process.

In BF-NC,S1, S2 series, it is interesting that remaining strain capacity after 100th freeze-thaw cycles is in the range of 0.4-0.6%. Brittle behaviour of BF-specimens in the heat-rain cycles is not observed in freeze-thaw cycles (Fig.6 e,f). The structure of matrix and fibre ductility were improved with mineral admixtures.

It is interesting that debonding and degradation in matrix are monitored in GF-S2 series after freeze-thaw cycles, quite smooth surface of fibre and trace of debonding are observed in the SEM images (Fig.6 g,h). In heat-rain cycles, 20% increase in strain capacity is under consideration, however this enhancement may be a sign of partial debonding as well.
5. Conclusions

In this study, the variations of flexural capacities at 3, 7, 28, 56, 90 and 120 days as well as at durability conditions of basalt fibre cementitious composites are addressed. It is aimed to improve BF-matrix interface by mineral additives and to compare GF-ones. The findings from this study are given below:

- 100% cement use gives rise to significant reductions in flexural capacity after 7 days in BF-cementitious composites. Deposition of C-S-H and CH changes and densifies the fibre-matrix interface, and the failure mode leads to brittle behaviour due to overbonding. Any sign of
alkali attack due to CH or lamination due to C-S-H deposits are not observed on the surface of basalt fibres.

- By using sustainable natural or byproduct puzzolanic admixtures as from local sources, e.g. nano clay and high-volume slag, strength and strain retention were provided up to 56 days, afterwards the drop trend especially in strains substantially slow down compared to 100% cement case. C-S-H accumulation on fibre surface induced embrittlement decreased significantly.
- 15% nano-clay use enhanced 28-day strength over 100% cement ones in BF-specimens, and decreased the strain reduction from 7 to 28 days. High slag ratios (50%, 80%) especially decreased the flexural strengths and strains of BF-ones higher than GF-ones. However the rate in strain reduction at the later curing periods decreased significantly.
- It is interesting that 80% slag ratio affected fibre-matrix bond mechanism in GF-ones, the fibre debonding accompanies to matrix degradation under freeze-thaw conditions. This situation is partially observed in heat-rain test.
- Further research is necessary to solve the brittleness of BF-cementitious composites during heat-rain test. Heating and wet conditions accelerate the hydration and lead brittle behaviour. Any degradation in matrix or debonding is not under consideration compared to GF-ones. New matrix modifications and maybe another surface treatment for basalt fibres may be experienced.
- The freeze-thaw resistance of BRC were enhanced through the mineral admixtures. Flexural strains in the range of 0.4-0.6% become possible. Thus, a step to toward ductile failure mode was succeeded. This research will proceed with further experiments on this subject.
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Abstract

The well established ultrasonic pulse velocity method has been widely used in the past decades for monitoring the setting process, compressive strength and dynamic elastic properties of concrete. In this study, the simultaneous monitoring of P-wave and S-wave transmission velocity through cement-based materials samples allows a clear picture of their early age behaviour. It is observed that this method can be used to determine the initial and final setting times, as well as the early age compressive strength and tensile strength evolution. A novel methodology for the determination of the activation energy from such measurements is proposed. The results of a large experimental campaign are presented, discussing the effect of parameters such as w/c ratio, presence of various mineral additions in terms of nature and substitution rate, presence of aggregates, and temperature. It is shown that the combination of P-waves and S-waves transmission velocity provides a detailed picture of the setting process and hardening of all tested cement-based materials. It also provides an effective alternative to the isothermal calorimetry measurement for the determination of the apparent activation energy, applicable at the concrete scale.

1. Introduction

The ultrasonic pulse transmission velocity has been widely used in the past decades for many concrete applications. The measurement of the compression wave velocity is generally easy to implement, and can be performed in laboratory as well as in-situ conditions. It is very sensitive to the porosity of concrete, and therefore to its compressive strength [1,2], as well as to its elastic properties [3]. Also, such measurements can be performed in order to monitor the setting process of cement-based materials [4,5].

More recently, the combined measurement of compression wave (P-wave) and shear wave (S-wave) transmission velocity has enabled a more complete description of the setting, early age, hardening and hardened behaviour of concrete [6,7,8]. In particular, dynamic elastic
properties can be computed. In addition, the S-wave is more sensitive to the solid percolation during the setting process than the P-wave, allowing to define specific initial and final setting criteria for cement-based materials.

In this study, ultrasonic early age P-wave and S-wave transmission velocity measurements are performed on concrete containing various amounts and nature of supplementary cementitious materials (SCM), such as limestone filler and blast furnace slag. In parallel, measurements of compressive, tensile strength, and semi-adiabatic calorimetry are performed. On the basis of this large experimental campaign, the potential of the ultrasonic method (combined P-wave and S-wave velocities) for the determination of the early age properties of concrete is assessed. Relationships between the dynamic elastic modulus and the concrete final setting time, compressive strength and tensile strength are suggested. Tests performed at various temperatures allows an accurate computation of the apparent activation energy.

2. Experimental setup

2.1. Concrete mix designs

Five concrete compositions are tested, containing various amounts of blast furnace slag (BFS), limestone micro filler (LMF), gypsum and water. The granular skeleton remains constant through all compositions. First, a reference compositions (C-REF) contains only CEM I as binding material. The water to cement ratio (w/c) is fixed at 0.4. Then, compositions C-BFS and C-LMF contain respectively a 75% and 30% cement substitution rate by blast furnace slag and limestone filler. The gypsum content is adapted for each composition so that the total amount of sulphate in the binding phase is equivalent to the reference composition. A fourth composition C-ECO contains 25% of CEMI, 30% of LMF, and the remaining of BFS and gypsum. All four compositions previously described present the same w/c ratio. An additional composition C-WAT presents no SCM, but has an increased water content of 0.57. Additional information regarding these compositions can be found in [9].

Table 1. Concrete mix designs

<table>
<thead>
<tr>
<th>[kg/m³]</th>
<th>C-REF</th>
<th>C-BFS</th>
<th>C-LMF</th>
<th>C-ECO</th>
<th>C-WAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregate 10/14</td>
<td>873</td>
<td>873</td>
<td>873</td>
<td>873</td>
<td>873</td>
</tr>
<tr>
<td>Aggregate 6/10</td>
<td>210</td>
<td>210</td>
<td>210</td>
<td>210</td>
<td>210</td>
</tr>
<tr>
<td>Sand 0/4</td>
<td>852.5</td>
<td>852.5</td>
<td>852.5</td>
<td>852.5</td>
<td>852.5</td>
</tr>
<tr>
<td>CEM I 52.5</td>
<td>432</td>
<td>104</td>
<td>285</td>
<td>103</td>
<td>349</td>
</tr>
<tr>
<td>Blast-furnace slag</td>
<td>0</td>
<td>291</td>
<td>0</td>
<td>164</td>
<td>0</td>
</tr>
<tr>
<td>Limestone filler</td>
<td>0</td>
<td>0</td>
<td>126</td>
<td>124</td>
<td>0</td>
</tr>
<tr>
<td>Gypsum</td>
<td>0</td>
<td>22</td>
<td>10</td>
<td>22</td>
<td>0</td>
</tr>
<tr>
<td>Water</td>
<td>172.8</td>
<td>166.8</td>
<td>168.6</td>
<td>165.2</td>
<td>199.1</td>
</tr>
<tr>
<td>w/c</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.57</td>
</tr>
</tbody>
</table>
2.2. Test setups

2.2.1. Ultrasonic measurements

The used ultrasonic device is a modified version of the FreshCon system [5]. It was specifically developed for the early age measurements of P-wave and S-wave transmission information. Ultrasonic pulses of 5 μs width at 800 V are used. The broadband transducers have a resonant frequency of 0.5 MHz. Two moulds are used corresponding to the two wave types. These two moulds can be used to perform simultaneous measurements on the same concrete batch. A thin layer of coupling agent is applied at the interface between the sensor and concrete. The distance between sensors is 47mm, which is significantly larger than the largest aggregate (14mm). The measurements are performed in a thermally regulated chamber, and the samples are prevented from drying by appropriate waterproof coating. Various studies performed at the BATir laboratory of civil engineering of Université Libre de Bruxelles with this device have already been published, and can be referred to for additional information [9, 10, 11]. Measurements are performed during 3 days. At 20°C, three samples from different batches are performed for each composition. The presented results are an average of these three tests. A discussion on the reproducibility of these measurements is made in [10]. When tests are performed at curing temperature different from 20°C, the whole testing device is placed inside a temperature-controlled chamber, in order to ensure a uniformity of temperature between the moulds, the sensors and the concrete. In this conditions, it is considered that the ultrasonic method can be applied to concrete between at temperatures of at least 10°C and 35°C. From these measurements, a dynamic elastic modulus (Ed) can be computed from equations 1 and 2.

\[ v_s = \frac{v_p^2 - 2v_s^2}{2v_p^2} \]  
\[ E_d = \frac{v_p^2 \rho (1 + v_d)(1 - 2v_d)}{(1 - v_d)} \]

2.2.2. Compressive strength measurements

Compressive strength is measured since the initial setting up to three days. Measurements are performed on 100x100x100mm cubes. Drying on the top surface is prevented by applying a waterproof film. For each composition, a thermocouple is placed in one of the samples for early age temperature measurement. The results are issued from at least three different batches of concrete.

2.2.3. Tensile strength measurements

Tensile strength is approximated from splitting tensile strength measurements since the initial setting up to three days. Measurements are performed on 110x220mm cylinders. Drying on the top surface is prevented by applying a waterproof film. For each composition, a thermocouple is placed in one of the samples for early age temperature measurement. The results are issued from at least three different batches of concrete.

2.2.4. Semi-adiabatic calorimetry

Semi adiabatic calorimetry is performed according to the test setup described in [12]. Tests were realized at various initial temperatures (10°C and 30°C) on concrete samples. Then, the superposition method was applied in order to obtain the apparent activation energy of all five
mixes. This parameter is supposed constant through the whole hydration process. These results were already presented elsewhere [9]. The respective activation energies were respectively 35.9 (C-REF), 51.1 (C-BFS), 39.1 (C-LMF), 49.7 (C-ECO), and 35.9 kJ/mol (C-WAT). In this study, all mention to the age of concrete actually refers to the equivalent age (te) considering the above values for the activation energy (Ea) in equation 3, where T refers to the concrete temperature, and Tref is fixed at 293°K.

\[ t_e = \frac{E_a}{R} \left( \frac{T}{T_{ref}} - 1 \right) / \Delta t \]  

Eq 3

3. Results and discussion

3.1. Setting time

The determination of the setting time of concrete with the ultrasonic P-wave and S-wave transmission velocity for these concrete compositions as already presented elsewhere [9], based on a method previously developed [10]. These studies are based on comparisons between the setting time obtained by standard ATSM C403 and the ultrasonic method for mortars, as well as with additional mechanical measurements for concrete samples (such as very early age elastic modulus and early strength gain). The initial setting time can be determined based on the time at which the S-wave velocity increases at its maximal rate. In the same way, the final setting time determination is based on the dynamic elastic modulus (Ed) as computed from P-wave and S-wave velocity. The final setting occurs at the time when the rate of increase of Ed versus time is maximal. This is verified for all compositions. The obtained final setting times are 4.1h for C-REF, 8.5h for C-BFS, 4.6h for C-LMF, 6.8h for C-ECO and 5.9h for C-WAT. This confirms that the ultrasonic method is very sensitive to the presence of various amount and nature of SCM and w/c ratio.

3.2. Compressive strength

The results of compressive strength during the first three days after hydration are shown for all compositions in Figure 1. These results of Figure 1a confirm the well known effects of the tested mix design parameters. In the presence of limestone filler, the initiation or strength is similar to C-REF, but tends to lower values due to the dilution effect. In the same way, a higher water content tends to decrease the early age compressive strength. Interestingly, C-WAT presents lower compressive strength than C-LMF for a higher CEM I content. In the presence of blast furnace slag, the strength starts to develop later than for the reference concrete, and it rises very slowly.

Figure 1b displays the relationship existing between the dynamic elastic modulus obtained from ultrasonic measurements and the compressive strength of concrete. It is observed that the nature has only a low effect on the relationship between both properties. However, it is expected that parameters such as aggregate content and nature affect this relationship. Indeed, for similarly shaped and sized aggregates of another nature, the elastic modulus might be more strongly affected than the compressive strength, the former being related to the respective elastic modulus of all the concrete components, and the latter being a more complex property which is mainly related to the porosity of the material. The relationship
between compressive strength and dynamic elastic modulus can be modelled by an exponential relationship such as $f_c = 0.135 e^{0.125 E_d}$.

Figure 1. Compressive strength evolution as a function of equivalent age (a) and dynamic elastic modulus (b)

### 3.3. Tensile strength

The effect of mineral additions and water content on the tensile strength of concrete is mainly similar to what is observed for compressive strength. However, Figure 2a indicates that for tensile strength, C-WAT and C-LMF present similar values. In addition, C-ECO has a higher tensile strength than C-BFS, which was the opposite for compressive strength. This demonstrates that both properties are not governed by the same mechanisms, and that there exists no direct relationship between both. As a consequence, the relationship between tensile strength and dynamic elastic modulus shows a dependency to the nature of the binder as demonstrated in Figure 2b. However, as for compressive strength, this relationship can be modelled by an exponential relationship such as $f_t = 0.017 e^{0.114 E_d}$. The lower accuracy of this model’s prediction in comparison with compressive strength is attributed to the higher scattering of the splitting tensile strength test.

Figure 2. Tensile strength evolution as a function of equivalent age (a) and dynamic elastic modulus (b)
3.4. Activation energy
The apparent activation energy is determined through the well-established superposition method [13]. As presented before, this was previously made for semi-adiabatic measurements. In this study, ultrasonic tests are performed on all compositions except C-WAT. Indeed, it presents the same apparent activation energy than C-REF since both contain the same reactive compounds. Tests are performed at 10°C, 20°C, 30°C and 35°C. The results for one composition (C-ECO) are displayed in Figure 3a and 3b.

The apparent activation energies that can be computed from the superposition method for the dynamic elastic modulus are shown in table 2, along with the corresponding results from the semi-adiabatic calorimetry. The well known effect of blast furnace slag is observed, since every composition containing BFS shows an important increase of apparent activation energy, whatever the method used. In parallel, LMF seems to induce a slight increase in the early age apparent action energy. Finally, the combination of BFS and LMF presents apparent activation energy similar to that of cement with BFS only. These results also confirm that semi-adiabatic calorimetry (chemical measurement) and ultrasonic pulse velocity (mechanical measurement) both provide similar values for the apparent activation energy by the superposition method. The interest of using the ultrasonic method is that these tests can be easily performed on a small volume of concrete and that as such, the temperature in the sample remains approximately constant, in contrast with semi-adiabatic calorimetry, which only works as long as temperature variations in the sample are significant. It should be noticed that considering the scattering of the results, it is considered that both methods used for the determination of activation energies presented in table 2 yield equivalent results. This scattering is due to the variability of the calorimetry and ultrasonic methods, as well as to the chosen time scale during which the superposition method is applied.

<table>
<thead>
<tr>
<th></th>
<th>C-REF</th>
<th>C-BFS</th>
<th>C-LMF</th>
<th>C-ECO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-adiabatic calorimetry</td>
<td>35.9</td>
<td>51.1</td>
<td>39.1</td>
<td>49.7</td>
</tr>
<tr>
<td>Ultrasonic measurements</td>
<td>38.3</td>
<td>48.9</td>
<td>41.6</td>
<td>48.3</td>
</tr>
</tbody>
</table>

Table 2. Activation energy obtained from chemical and mechanical measurements

Figure 3. Dynamic elastic modulus evolution as a function of age (a) and equivalent age (b) for the C-ECO mix design at various curing temperature.
4. Conclusions and perspectives

A continuous non-destructive alternative to classical measurements of the setting time, compressive strength, tensile strength and apparent activation energy is presented in this study. These properties were determined through the monitoring of P-wave and S-wave transmission velocity from the casting up to a few days of hydration. These results indicate that:

- The initial setting time can be determined from ultrasonic measurements as the time at which the S-wave velocity increases at its maximum rate.
- The final setting corresponds to the time at which the rate of increase of the dynamic elastic modulus is maximal.
- The compressive and tensile strengths can be correlated to the increase of dynamic elastic modulus through an exponential law. The parameters of this model should be calibrated for a given concrete, except for slight variations in the nature of the binder, which does not affect significantly these relationships.
- The apparent activation energy of concrete can be determined easily with the ultrasonic method.
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Abstract

In the framework of the ODOBA project, representative structures in reinforced concrete are submitted to various types of durability distress, in order to have elements of knowledge on pathologies which could develop in the course of time. Among studied issues are the alkali-aggregate reaction (AAR) and the delayed ettringite formation (DEF), which appear after a large induction period, but develop then quickly, inducing irreversible structure damage. These issues are closely related to the water distribution and to the surrounding humidity. Controlling the processes of drying and wetting of concrete is of major importance in this regard. However, the mechanisms at their origin are currently not well established and modelled. This work is a preliminary study aiming at identifying the main mechanisms in play during drying-wetting cycles through a coupled experimental-numerical study of the humidity gradient inside concrete. In this paper, the drying of various concrete samples is cautiously studied through refined measurement of the mass loss and internal relative humidity distribution. Various sample sizes and shapes are tested. A simulation strategy is described, including the modelling of water vapour diffusion and liquid water permeation. The introduction of a boundary layer at the drying interface improves the mass variation prediction.

1. Introduction

In the framework of the pre-ODOBA ENSC/IRSN and ODOBA project of the IRSN (French Institut de Radioprotection et de Sûreté Nucléaire), representative structures of reinforced concrete will be built on the IRSN Cadarache nuclear research centre. In these structures will be developed pathologies of concrete such as swelling reactions (internal sulphate attack (ISA) and alkali-aggregate reaction (AAR)). The concrete used in the construction of these structures are chosen by equivalence to the concrete used in the studied nuclear facilities. These issues usually develop after a very long induction period (10 to 30 years). Unfortunately, after the onset of signs of swelling, development is very rapid with
consequences for the safety functions of these structures. These issues are highly dependent on the presence of water in the pore system of concrete. Therefore, control of the process of drying-wetting becomes an important parameter, which remains the object of scarce results in the literature. Indeed, there remain questions regarding the mechanisms involved. Thus, it is difficult to simulate the distribution of the water content in concrete models, which leads to difficulties in quantifying the deformation gradients due to the swelling reactions (ISA, AAR).

This work aims at identifying the main mechanisms in play during drying-wetting cycles through a coupled experimental-numerical study of the humidity gradient inside concrete. In this paper, the drying of various concrete samples is cautiously studied through refined measurement of the mass loss and internal relative humidity distribution. Various sample sizes and shapes are tested. A simulation strategy is described, including the modelling of water vapour diffusion and liquid water permeation [1, 2]. A limited amount of samples were tested in this study. In addition, many parameters of the model were determined by other authors on the same concrete. Therefore, this study must be considered as a preliminary methodology for the monitoring and simulating the drying of concrete rather. Additional ongoing tests will provide more information regarding further validation of the suggested model.

2. Experimental setup

2.1. Mix design
The tested concrete composition is referred to as B11 concrete. This concrete, which composition and major properties are shown in Table 1, is used because it is equivalent to the concrete actually used in French internal nuclear power plant vessels. In addition, it has been widely studied in previous studies [1] and its properties are therefore mostly known.

<table>
<thead>
<tr>
<th></th>
<th>ρ [t/m³]</th>
<th>B11 [kg/m³]</th>
<th>w/c</th>
<th>[-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement (CEM II Airvault Calcia)</td>
<td>3.1</td>
<td>336</td>
<td>ρ</td>
<td>2.324</td>
</tr>
<tr>
<td>Sand (0/4)</td>
<td>2.572</td>
<td>740</td>
<td>Slump</td>
<td>8-11</td>
</tr>
<tr>
<td>Aggregates (4/12,5)</td>
<td>2.57</td>
<td>303</td>
<td>Porosity [-]</td>
<td>13.2-13.8</td>
</tr>
<tr>
<td>Aggregates (10/20)</td>
<td>2.57</td>
<td>752</td>
<td>$f_c$ (28 days)</td>
<td>46.5</td>
</tr>
<tr>
<td>Water</td>
<td>1</td>
<td>193</td>
<td>$f_t$ (28 days)</td>
<td>3.29</td>
</tr>
<tr>
<td>Superplasticizer (Plastiment HP)</td>
<td>1.185 $10^{-3}$</td>
<td>1.174</td>
<td>$E$ (28 days)</td>
<td>31.34</td>
</tr>
</tbody>
</table>

2.2. Curing conditions
In order to submit all the concrete specimens to the same curing conditions (temperature $T$ and relative humidity $RH$), a large storage bin was developed. The climatic chamber was
rejected for several reasons, the main one being the difficulty of limiting the forced convection on the faces subjected to drying, and of ensuring the uniformity of this phenomenon on all sides. The requirements of the storage bin are similar to those of a desiccator. It must be able to contain saline and be impermeable to air and moisture. In order to enable placing several temperature and relative humidity sensors inside the storage bin, sealing plugs were installed. The concrete samples were placed on a plastic honeycomb duckboard allowing maximized interaction between the salt solution and the ambient air. This setup is shown in Figure 1. The saturated salt solution was made using potassium carbonate in order to reach an ambient $RH$ of close to 45%. The room temperature was controlled at 25°C. The concrete samples were prevented from drying until the test started. The samples were submitted to drying more than two months after mixing. Due to the high \( w/c \) ratio of the B11 concrete, it can therefore be considered that the hydration reactions were completed, and that the auto-desiccation phenomenon could be neglected [3].

![Figure 1: Experimental setup linked to the continuous measurement of $RH$ and T sensors](image)

### 2.3. Test setup

The experimental measurements consisted in mass loss measurements at regular intervals and in the continuous measurement of the internal relative humidity in concrete samples at various distances from the drying interface. Four sample geometries were considered:
- G1: 70x70x280mm prism, drying on the two opposite lateral faces,
- G2: 70x70x110mm prism, drying on the two opposite lateral faces,
- G3: 70x110mm cylinder, radial drying,
- G4: 70x70x110mm prism, drying on the four longitudinal faces.

For each of these geometries, the average drying radius \( r_d \) was computed as the ratio between the drying surface and the sample volume. This resulted in \( r_d \) of 0.14, 0.055, 0.0275 and 0.0175m for geometries G1, G2, G3 and G4 respectively.

The mass loss measurements were performed on 3 samples for G1, 2 samples for G2 and G3, and on 1 sample for G4. This study focuses on the first weeks after drying was initiated. The
relative humidity was measured at various distances from the drying interface on geometries G1, G2 and G3 according to the distribution shown in Figure 2.

Figure 2: layout plan of RH sensors (sides submitted drying displayed in red)

3. Drying model

The drying model used in this study assumes that two mechanisms are at the origin of the water transport in the concrete: the diffusion of water vapour and the permeation of liquid water. If the concrete porous network is saturated, the latter mechanism is the predominant one, whereas for a low degree of saturation, the movement of water in the form of vapour diffusion cannot be neglected.

The liquid water flow can be expressed through Darcy's law, which relates the fluid mass flow through a medium to the pressure gradient of this fluid as expressed in the equation (1), where $K_{\text{eff}}$ is the concrete effective permeability (s), $p_c$ the capillary pressure (Pa), and $J_l$ is the rate of liquid water flow (kg.m⁻².s⁻¹).

$$J_l = -K_{\text{eff}} \frac{\partial p_c}{\partial x}$$  \hspace{1cm} (1)

According to the Kelvin equation, the relationship between the capillary forces and the relative humidity in concrete can be expressed as shown in equation 2, where $M_w$ is the molecular mass of water (kg/mol), $\rho_l$ is the liquid water density (kg/m³), $R$ is the gas constant (J.K⁻¹.mol⁻¹) and $T$ is the temperature (K).

$$p_c = -\rho_l RT \ln(\Phi)$$  \hspace{1cm} (2)

In order to take into account the dependency of the water permeability to the degree of saturation, equation 3 can be used, where $K_0$ is the intrinsic water permeability of concrete in saturated conditions, $\mu$ is the water dynamic viscosity, and $k_{rl}$ is the relative permeability. This latter term can be determined through the Mualem empirical relationship [4] shown in equation 4, where $S_i$ is the saturation degree, $p_{0rl}$ is a fitting parameter. The relationship
between the degree of saturation and relative humidity is given by the van Genuchten equation [5] (equation 5), where \( a_{\text{avg}} \) and \( b_{\text{avg}} \) are two parameters that can be obtained by fitting experimental results of the desorption isotherm for the tested material.

\[
K_{\text{eff}} = k_{\text{rl}} \frac{K_0}{\mu_i} 
\]

(3)

\[
k_{\text{rl}} = S_i P_{\text{kr}} \left( 1 - \left( 1 - S_i \right) \frac{1}{a_{\text{avg}}} \right)^2
\]

(4)

\[
S_i = \left( 1 + \left( -b_{\text{avg}} \ln(hr) \right) \frac{1}{a_{\text{avg}}} \right)^{-1}
\]

(5)

Thus, equations 1-2 can be re-written as equation 6, while equations 3-5 allow to solve this equation for any given relative humidity.

\[
J_i = -k_{\text{rl}} \frac{K_0 \rho_i R T}{6 \mu_i M_w} \frac{\partial p_{w}}{\partial x}
\]

(6)

On the other hand, when the saturation degree decreases, pores are progressively not filled with water. This leaves space for a flow of water vapour (\( J_v \), expressed in \( \text{kg.m}^{-2}.\text{s}^{-1} \)) due to the gradient of vapour pressure (\( p_v \)) between the inside of concrete and the ambient conditions according to Fick's law, as shown in equation 7.

\[
J_v = -D_{\text{eff}} \frac{M_w}{R T} \frac{\partial p_v}{\partial x}
\]

(7)

The effective diffusion coefficient in a porous medium (\( D_{\text{eff}} \), expressed in \( \text{m}^2.\text{s}^{-1} \)) can be related to the degree of saturation, to the porosity (\( \Phi \)) and to the diffusion coefficient of water in air (\( D_0 \)) through the empirical Millington and Quirk relationship [6] expressed in equation 8. In equation 9, the relative humidity is related to the saturation vapour pressure \( p_{sv} \) and to the vapour pressure of water \( p_v \).

\[
D_{\text{eff}} = D_0 \Phi^{a_{\text{avg}}} (1 - S_i)^{b_{\text{avg}}}
\]

(8)

\[
h = \frac{p_v}{p_{sv}}
\]

(9)

The saturation vapour pressure is temperature dependent and can be determined by the Clausius-Clapeyron relationship (equation 10), where \( L_v \) is the heat of vaporisation of water (\( \text{J.kg}^{-1} \)), \( T_0 \) is the reference temperature (273 K) and \( T \) is the air temperature (K). In the same way, the dependency of \( D_0 \) to temperature can be taken into consideration by equation 11.

\[
P_{sv} = P_{\text{atm}} e^{-\frac{M_w L_v}{K} \left( \frac{1}{T} - \frac{1}{T_0} \right)}
\]

(10)

\[
D_0 = 217.10^{-5}. \left( \frac{T}{T_0} \right)^{288}
\]

(11)

From combining equations 6, 7 and 9, to the continuity equation, the equation that has to be solved for the moisture transport can be expressed as equation 12.

\[
\Phi \frac{\partial S_i}{\partial x} = \text{div} \left( K_{\text{eff}} \frac{\rho_i R T}{\mu_i M_w} + D_{\text{eff}} \frac{M_w P_{sv}}{\rho_i R T} \right) \text{grad}(hr)
\]

(12)

The modelling of drying requires the definition of adapted boundary conditions. Indeed, imposing the ambient relative humidity directly at the air-concrete interface is a possibility [1, 7]. However, such methodology does not take into account the presence of a boundary layer.
of air at the air-concrete interface whose moisture content depends on the distance to the surface of concrete. This is important at the initiation of drying, because the high moisture content initially observed at the concrete surface gives rise to a boundary layer of air with high humidity at the air-concrete interface, which initially slows the drying kinetics. The thickness of this boundary layer strongly depends on the ambient conditions (air flow, temperature) and the material surface condition (surface roughness and moisture) [8]. Such boundary conditions can be more accurately represented by equation 13, in which $J_{BC}$ represents the flow of water vapor at the air-concrete external interface, $hr_s$ is the relative humidity at the interface and $hr_e$ is the external air relative humidity. The value of $h_{BC}$ is not well defined and can reach values from $1 \times 10^{-2}$ [8] to $8 \times 10^{-7}$ [9] in natural conditions.

$$J_{BC} = - h_{BC} (hr_s - hr_e)$$

4. Results and discussion

The ongoing tests related to the evolution of the humidity gradient measured by relative humidity sensors will not be presented in this section, which focuses on the mass loss. The results presented in Figure 3a indicate that when increasing the drying radius, the mass loss as a function of time is decreased. The curves representing the mass loss as a function of the square root of time (Figure 3b) present three successive stages. First, during the first hours after the drying starts, the mass loss increases with an accelerating rate. This stage, which is particularly marked in G4, lasts until approximately one day. Then, during the second stage, the mass loss increases as a linear function of the square root of time (which corresponds to the exact analytical simulation for semi-infinite media). This stage lasts longer as the drying radius increases. After more than one month, G1, which has the larger drying radius, still exhibits a linear evolution of the mass loss as a function of the square root of time. On the other hand, the second stage ends approximately after 3 days. Finally during the third stage, the mass loss increases with a decreasing rate. This stage occurs until the equilibrium between the concrete sample and the ambient air is reached, at which point no mass variations will be observed. These stages are described more thoroughly in following sections.
4.1. Stage 1: initial drying and boundary layer
During the first hours and up to one day after the drying starts, the mass loss can be expressed as a non-linear function of the square root of time. This observation can be explained by the presence of a boundary layer of air at the concrete-air interface. Initially, all water extracted from the sample is present in the form of water vapour close to the concrete surface. This tends to increase the relative humidity of the ambient air, and therefore decrease the drying kinetics. Progressively, the water contained in the porosity in direct contact with the concrete surface evaporates. Due to the high diffusivity coefficient of water vapour in air in comparison with the concrete(equivalent) permeability and diffusivity, the relative humidity of the boundary layer decreases, until eventually reaching a value close to the actual ambient conditions.

In order to calibrate the value of parameter $h_{CL}$, preliminary tests are performed by measuring the relative humidity of the air against the drying surface through time. These measurements are shown in Figure 4a. Right after drying is initiated, the relative humidity at the surface is close to 80%. Then, progressively, it decreases until reaching a value of 55% at 5 days (120h). Initially, in order to correspond to these measurements, the best fit value of $h_{BC}$ is situated
between $2.10^{-6}$ and $10^{-5}$. However, progressively, the experimental dots tend to reach values closer to $h_{BC}$ of $5.10^{-5}$. One reason for this is that the exchange coefficient might change in time. This experiment indicates that as the saturation degree close to the surface decreases, the rate of exchange of water from the surface to the ambient air also decreases. Figure 4b shows the effect of changing $h_{BC}$ on the mass loss during the first hours after drying. In the following simulations, a value $h_{BC}=10^{-5}$ is chosen.

The results illustrated in Figure 5a show that the simulation strategy developed in section 3 allows representing the initial mass loss kinetics. The experiments are shown by dots, while the numerical simulations are represented by dashed lines. In these simulations, all parameters are kept constant, except for the geometry of the sample. The values of the parameters are all extracted from [1], except for the intrinsic permeability, which is fixed at $1.15x10^{-21}$. For G4, the value of the parameter $h_{BC}$ is different than for other geometries. This is due to the specific drying surfaces of G4, one of which is the “top” side of the sample which was not in contact with the mould during setting and hardening.

The surface roughness and porosity is therefore significantly different from all other surfaces, justifying a change in the exchange coefficient $h_{BC}$. In the same way, Figure 5b indicates that
except for G4, the sample size and shape effects on the initial mass loss can be accurately taken into consideration by multiplying the mass loss by the corresponding drying radius. However, this is only true if similar concrete and surface conditions are applied to all geometries.

4.2. Stage 2: main drying initiation
The second stage of drying consists in a linear increase of the mass loss as a function of the square root of time. The slope of this increase is related both to the concrete properties (porosity, permeability, diffusivity, …) and to the humidity gradient between the concrete and the ambient air. As for the first stage, the effect of the sample size and shape can be accurately taken into account by the drying radius. A higher drying radius induces a lower slope. By multiplying the drying radius by the slope of the mass loss curve during this second stage, all geometries present the same behaviour, as shown in Figure 4c and 4d. The end of this stage is not clearly defined, and probably occurs at a point where the effective permeability is significantly decreased in comparison with its initial value. This occurs when the overall humidity has significantly decreased in the whole sample, which could occur close to a specific mass loss. Further results should provide additional answers regarding this observation.

4.3. Stage 3: advanced drying and permeability decrease
As stated previously, the third stage consists in a significant decrease of the mass loss, resulting in a progressive decrease of the slope of the mass loss versus square root of time curve. At a given time, this phenomenon is more clearly observed in Figure 6a for geometries with lower drying radius. Indeed, G4 and G3 have already lost a significant amount of water, in contrast with G1 or G2.

As for the first and second stage, the simulation captures this behaviour. However, as the mass loss increases, an overestimation of the simulation can be observed, especially when it overpasses 1%. This is due to the parameters expressed in equations 4, 5 and 8. These equations relate the relationship between saturation degree, relative humidity, and effective permeability and diffusivity. Indeed, all parameters from these equations were extracted from
another study [1]. Therefore, even if the same concrete was used, these equations should be adapted to this study. In particular, the decrease of effective permeability when decreasing the saturation degree should be more important. This point will be discussed further when longer term experiments have been performed on all sample sizes and shapes.

5. Conclusion and perspectives

Mass loss experiments on various specimen size and shape are performed. The model developed and used in [1] is improved by taking into account the boundary layer of air at the sample-air interface during drying. The curves of mass loss as a function the square root of time can be divided in three stages identified in this study: a non-linear acceleration initial stage, a linear drying initiation, and an advanced drying consisting in a decreased slope of the curve. These three stages can be accurately reproduced by the model, independently on the sample size and shape.

Further works are required in order to confirm the relevance of this model for longer term experiments, and for identifying mechanisms at the origin of the switch between the second stage and the third stage. Additional results regarding the relative humidity gradient inside the specimens will allow a more complete description of these phenomena, as well as an improved strategy for identifying the parameters of the model. Finally, this validity of this model should be challenged with drying/wetting cycles experiments.
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Abstract
Strengthening of structural concrete elements with ultra-high performance fibre reinforced composites (UHPFRC) layers is being successfully performed in recent years. The main advantage of UHPFRC in this context is that it can play a double function (water tightness and strengthening), while enabling short-time interventions. UHPFRC material exhibits remarkable mechanical properties namely, strain hardening in tension and extremely low water permeability. However, due to the very low water/binder ratio it is prone to autogenous shrinkage. The restraint provided by the substrate to the free shrinkage of the new layer generates built-in stresses which can impair its performance. As such, seeking strategies to reduce the autogenous shrinkage is an objective to pursue.

The spent equilibrium catalyst (ECat) is a waste generated by the oil refinery industry with very high pozzolanic activity and high specific surface (150 m²/g) which promotes a significant water absorption (about 30%, by mass), thus has a great potential to work as an internal curing agent in UHPFRC. Within this scope, this paper describes research on the viability of using ECat to mitigate autogenous shrinkage of UHPFRC. Test results showed a significant reduction of autogenous shrinkage in UHPFRC mortars without fibres and 20% and 30% of sand replacement by ECat.

1. Introduction

Nowadays, performance assessment of concrete mixtures is not limited to workability and compressive strength testing. Due to the growing relevance of life cycle cost analysis, the durability issues are of primordial importance within the aim of evaluating the suitability of a concrete mixture or constituent [1].

Ultra-high performance fibre reinforced composites (UHPFRC) - which have been developed recently - exhibits remarkable mechanical properties (compressive strength >150 MPa and tensile strengths of 10-20 MPa), notably strain hardening in tension (3-10 %) and extremely
low water permeability. Strengthening of structural concrete elements with UHPFRC layers is being successfully performed in recent years. The main advantage of UHPFRC in this context is that it can play a double function (water tightness and strengthening), while enabling short-time interventions. However, due to its low water–binder ratio and high-fineness additives without any coarse aggregate it is prone to exhibit high autogenous shrinkage deformations. When a layer of fresh mortar or concrete is applied over an existing concrete the restriction conferred by the substrate to the new layer deformation generates internal tensile stresses. The magnitude of these internal stresses, which can result in premature cracks, depends on the development of material properties during early ages, namely, the magnitude and evolution of shrinkage, tensile creep and the evolution of the young’s modulus of elasticity. If conventional concretes/mortars are used these internal tensions often lead to cracking, making the intervention ineffective. Since UHPFRC exhibits significant strain hardening behaviour in tension is more suitable for these applications because only very fine microcracks can occur, without compromising the impermeability of the material. Nevertheless, in zones with poor fibre distribution or orientation larger cracks might occur in the UHPFRC layer, impairing the long-term performance of UHPFRC. Thus, attempts have been made to mitigate the autogenous shrinkage of UHPFRC.

Both, external curing and internal curing are two potential approaches to pursue the aforementioned goal. However, it has been reported that external curing is not effective enough to mitigate the autogenous shrinkage of UHPFRC because its microstructure is so dense that the external water has difficulties to penetrate into the concrete [2], [3]. As such, internal curing seems to be a more effective method to mitigate the autogenous shrinkage for UHPFRC. Currently, superabsorbent polymers (SAP) are the most popular internal curing agents [4]-[6]. SAP possible disadvantages are that they may destabilize the air void system (leaving voids larger than 600 μm in concrete matrix [2], [7], [8]), retard the hydration reactions (increasing the setting time) and reduce the strength [3], [6], [8]-[10]. In addition, the number of practical applications is limited due to the high costs involved [11]. In an attempt to overcome these disadvantages, this work fosters the assessment of a waste generated by the oil refinery industry - namely, the spent equilibrium catalyst (ECat) - as internal curing agent.

The equilibrium catalyst is used in Fluid Catalytic Cracking (FCC) unit during the cracking process to convert heavy oils into more valuable gasoline and lighter products. Since, during the FCC process, the catalyst active sites are deactivated it undergoes rigorous thermal treatments. Nevertheless, after several regeneration cycles it loses its catalytic activity and has to be removed from the process giving rise to a waste [12] which is mainly disposal of in landfills. Every year the worldwide ECat supply is estimated at about 840,000 tonnes [13]. This amount of ECat can be easily used by incorporating in concrete, as the 2014 world cement production was 4.3 billion tonnes [14]. Chemically, the ECat is essentially an aluminosilicate which main active phase is Y-zeolite, a crystalline aluminosilicate with a structure consisting of tunnels and cages that leads to a high (internal and external) surface specific area. The exact composition of these catalysts depends on the manufacturer and on the oil refining process that is going to be used.

Therefore, due to its aluminosilicate chemical composition, ECat has a potential pozzolanic activity confirmed in the bibliography [15]-[23], hence, is likely to be use as cement-based material additive. In this use, ECat may contributes to accelerate the hydration and the setting process [18] as well as to increase the compressive and flexural strengths [1], [15], [18], [20],
In terms of durability, studies showed that ECat incorporation on cement-based materials enhances chloride and sulphate ingress resistance as well as reduces alkali-silica reaction occurring susceptibility [1], [21], [25]. Moreover, the high specific surface of the ECat with water affinity promotes a significant water absorption (about 30%, by mass), thus has a great potential to work as an internal curing agent in UHPFRC. Nevertheless, limited work has been carried out on the application of ECat in special types of concrete [15]. The present work aims to investigate the viability of using ECat to mitigate autogenous shrinkage of UHPFRC. However, this preliminary study was carried out on UHPFRC mixtures without fibres named as UHPC. For this purpose, it were studied two reference mixtures with and without silica fume incorporated in the binder as well as other four mixtures with partial replacement of sand with 10%, 20%, 30% and 40% by ECat. The workability, the setting time, the evolution of autogenous shrinkage deformations up to 7 days, and compressive strength (at 7 and 28 curing days) were assessed for all mixtures.

2. Experimental program and results

2.1 Materials and procedures

The materials used in this study were typical commercial Type I 42.5R Portland cement (specific gravity of 3.16 g/cm³), ECat generated by Portuguese refinery company (specific gravity of 2.69 g/cm³ and water absorption value of 28%, by mass), silica fume (specific gravity of 1.38 g/cm³ and solid content 50%), limestone filler (specific gravity of 2.68 g/cm³), siliceous sand (1 mm maximum aggregate size, specific gravity of 2.66 g/cm³ and water absorption value of 0.02%). A polycarboxylate type superplasticizer (Sp) of specific gravity of 1.08 g/cm³ and 40% solid content was also used. The high specific surface of the ECat (150 m²/g) [25] promotes a significant water absorption which was taken into account in the total water added to the mixture. Furthermore, the mixing time at the beginning of the mixing procedure was extended in relation to what is typical to allow the ECat saturation. Particle size distribution of each material can be seen in Figure 1.

The UHPC mixtures produced were i) two references mixtures - REF, SF - which binders were, respectively, plain cement (c) and cement partially replaced with 10% by volume of silica fume (sf) and ii) four mixtures – SF+ECat10, SF+ECat20, SF+ECat30 and SF+ECat40 – that besides the blended binder (c+sf) incorporated ECat as partial sand replace varying, respectively, from 10 to 40% by volume, with an increment of 10%. Limestone filler (f) was added to all mixtures in order to complete the aggregates granulometric curve. The water to binder (cement + sf) volume ratio (Vw/Vb) was kept constant for all mixtures. The superplasticizer dosage was adjusted when needed. The mixture proportions are listed in Table 1.

Immediately after mixing, a Vicat mould [26] was filled with the mortar in order to determine final setting time and corrugated moulds were filled and placed in autogenous setup measurement. Mortar test using the flow cone (Dflow) with the same internal dimensions as the Japanese equipment, was carried out to characterize fresh state (see [27] for details on equipment and test procedures). Results of flow test and final setting time are presented in Table 1. Prismatic specimens (4x4x16cm³) were produced to assess compressive strength at 7 and 28 days of concrete age. After demoulding the following day, test specimens were cured in water at 20 °C in a fog room until testing.
Figure 1 - Particle size distribution of materials used.

Table 1 - Mixture compositions of UHPC.

<table>
<thead>
<tr>
<th>Constituents</th>
<th>Mixture</th>
<th>REF (kg/m³)</th>
<th>SF (kg/m³)</th>
<th>SF+ ECat10 (kg/m³)</th>
<th>SF+ ECat20 (kg/m³)</th>
<th>SF+ ECat30 (kg/m³)</th>
<th>SF+ ECat40 (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binder</td>
<td>Cement (c)</td>
<td>885.91</td>
<td>794.90</td>
<td>794.90</td>
<td>794.90</td>
<td>794.90</td>
<td>794.90</td>
</tr>
<tr>
<td></td>
<td>Silica fume (sf)</td>
<td>-</td>
<td>79.49</td>
<td>79.49</td>
<td>79.49</td>
<td>79.49</td>
<td>79.49</td>
</tr>
<tr>
<td>Aggregates</td>
<td>Sand</td>
<td>1019.86</td>
<td>1019.86</td>
<td>917.88</td>
<td>815.89</td>
<td>713.90</td>
<td>611.92</td>
</tr>
<tr>
<td></td>
<td>ECat</td>
<td>311.43</td>
<td>311.43</td>
<td>311.43</td>
<td>311.43</td>
<td>311.43</td>
<td>311.43</td>
</tr>
<tr>
<td></td>
<td>Limestone Filler (f)</td>
<td>311.43</td>
<td>311.43</td>
<td>311.43</td>
<td>311.43</td>
<td>311.43</td>
<td>311.43</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>178.00</td>
<td>153.76</td>
<td>182.66</td>
<td>211.57</td>
<td>240.47</td>
<td>269.37</td>
</tr>
<tr>
<td></td>
<td>Sp</td>
<td>22.00</td>
<td>13.75</td>
<td>13.75</td>
<td>17.90</td>
<td>24.74</td>
<td></td>
</tr>
<tr>
<td>Ratios</td>
<td>ECat/sand ratio (%)</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Vw/Vb ratio free</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>w/c ratio</td>
<td>0.22</td>
<td>0.25</td>
<td>0.23</td>
<td>0.27</td>
<td>0.30</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>Sp/(c+sf+f) ratio (%)</td>
<td>1.84</td>
<td>1.20</td>
<td>1.20</td>
<td>1.20</td>
<td>1.65</td>
<td>2.46</td>
</tr>
<tr>
<td>Fresh state properties</td>
<td>Dflow (mm)</td>
<td>280</td>
<td>275</td>
<td>307</td>
<td>290</td>
<td>289</td>
<td>289</td>
</tr>
<tr>
<td></td>
<td>Final setting time (hh:mm)</td>
<td>02:55</td>
<td>02:40</td>
<td>02:20</td>
<td>02:00</td>
<td>01:40</td>
<td>01:50</td>
</tr>
</tbody>
</table>
2.2 Mechanical strength test
Compressive strength testing was undertaken at 7 and 28 curing days for all mixtures following the standard procedure in NP EN 196-1 [28]. Results are presented in Figure 2.

![Compressive strength results](image)

Figure 2 - Compressive strength results.

2.3 Autogenous shrinkage test
The autogenous shrinkage of UHPC mixtures was measured based on the ASTM C1698 [29], in which three sealed corrugated moulds of 440 mm length and 28.5 mm average diameter were filled for each mix composition. After filling the tubes, each specimen was measured and weighted, and kept inside a chamber with controlled temperature (23±1°C) (see Figure 3). Shrinkage deformations were recorded continuously using DC LVDT and a dataTaker DT500 acquisition system. According to this standard, the length change of samples should be evaluated starting at the time of final setting of the mixture. Final setting time test was carried out on the UHPC mixtures adapting the procedure of section 6.3 of standard EN 196-3 [26]. After 7 days, each specimen was weighted again and mass change was recorded in order to validate the test [29]. Figure 4 shows the development of autogenous shrinkage of REF and SF UHPC mixtures and Figure 5 presents autogenous shrinkage of mixtures incorporating different amounts of ECat. Each curve corresponds to an average of the length change of three specimens tested for each mixture. Table 2 presents the autogenous shrinkage results at 24 hours and at 7 days along with the corresponding mass variation, as well as the corresponding predicted values according to Japan Society of Civil Engineers (JSCE) [30].

![Experimental setup for autogenous shrinkage testing](image)
Table 2 - Autogenous shrinkage (between brackets the standard deviation) and mass variation results at 7 days.

<table>
<thead>
<tr>
<th>Mixture</th>
<th>REF</th>
<th>SF</th>
<th>SF+ECat10</th>
<th>SF+ECat20</th>
<th>SF+ECat30</th>
<th>SF+ECat40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autogenous Shrinkage at 24h (μm/m)</td>
<td>873(±2%)</td>
<td>989(±3%)</td>
<td>843(±3%)</td>
<td>607(±8%)</td>
<td>664(±5%)</td>
<td>1201(±5%)</td>
</tr>
<tr>
<td>Autogenous Shrinkage at 7 days (μm/m)</td>
<td>959(±1%)</td>
<td>1118(±3%)</td>
<td>881(±3%)</td>
<td>687(±6%)</td>
<td>750(±6%)</td>
<td>1305(±5%)</td>
</tr>
<tr>
<td>Mass Variation (%)</td>
<td>-0.04</td>
<td>-0.17</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>JSCE autogenous shrinkage prediction (μm/m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>778</td>
</tr>
</tbody>
</table>

Figure 4 - Autogenous shrinkage of REF and SF mixtures.
2.3 Discussion of results

Regarding fresh state of UHPC mixtures, ECat influenced the flow ability of mixtures (Table 1). Up to 20% replacement level of sand with ECat the effect on Dflow was negligible, however for higher amounts Dflow decreased substantially, needing extra superplasticizer dosage, corroborating the findings of previous studies [12], [22], [31], [32]. In general, the higher the sand replacement percentage by ECat, the shorter the setting times.

The results of the mechanical properties (Figure 2) show that on the 7-day curing the compressive strength of the SF mortar is already slightly higher than that of plain cement mortar (REF) and that this difference increased at 28-days curing. These compressive strength improvement, since early age, is attributed to the relevant pozzolanic reactivity of SF. Furthermore, mortars with partial sand replacement with ECat up to 30% also show a strength-enhanced slightly higher than those of the REF and SF mortars. These results are due to the fact that besides the binder, these mortars contain the ECat generated in the Portuguese refinery that also possess high early pozzolanic activity of [22], [23] which forms additional strength-providing reaction products, C-A/S-H, that promotes the mechanical properties improvement too. However, both at 7 and 28 curing days, mortars show an approximately linear decrease in the compressive strengths with the increase of the ECat incorporation level. This trend may be attributed to changes in the particle size distribution of the sand-ECat mixtures (Figure 1) that may lead to a decrease in their packing ability and, therefore, compromising the strength development. In fact, this phenomenon can also explain the need of extra superplasticizer in the mortars with higher level of sand replacement with ECat.

The autogenous shrinkage of all UHPC mixtures exhibited a strong increase during the first hours from the final setting, particularly in the first six hours, and then increased but with a lower rate (Figure 5). SF mixture presented a higher autogenous shrinkage than REF mixture, as expected. Previous studies showed that no Relative Humidity change was linked to the silica fume pozzolanic reaction during which CH-crystals were consumed and explained the additional shrinkage as chemical shrinkage that markedly increases autogenous shrinkage compared with mixtures with Portland cement only. The finer pore structure of the cement

![Figure 5 - Autogenous shrinkage of REF, SF and SF+ECat mixtures.](image-url)
paste due to silica fume addition increases self-desiccation and thus shrinkage [8], [33]-[35]. In terms of autogenous shrinkage prediction, the Japan Concrete Institute underestimated the autogenous shrinkage of both the Ref and SF mixtures, taking into account water/binder ratio and considering ordinary Portland cement as the binder. When 20% and 30% of sand was replaced with ECat occurred a reduction of about 32% and 38%, respectively, in autogenous shrinkage of the mortars compared with that of SF mixture. Lower reductions were found for 10% of sand replacement by ECat (see Figure 5). But a strong increase of shrinkage deformations was observed for 40% sand replacement with ECat. This might be due to the strong reduction of aggregate, it means sand which was replaced by ECat, phase volume or increase of binder phase. This might be due to the strong reduction in the inert materials present in the aggregates and, concomitantly, to a significant increase in the reactive materials present both in the binder phase and the ECat incorporated as a surrogate for sand. In addition, one can expect that after a given replacement level the dispersion of ECat particles in the matrix becomes less uniform and its effect as internal water reservoirs to mitigate autogenous shrinkage is less efficient.

3. Conclusions

This paper studied the efficiency of ECat for mitigating the autogenous shrinkage of UHPC, when used as a partial surrogate for sand. The results revealed that ECat particles act as internal reservoirs in UHPC matrix, feeding the capillary pores or a source of curing water to the paste volume in its vicinity. Among the replacement levels studied, 20% and 30% sand replacement by ECat was found to perform better in terms of autogenous shrinkage reduction without impairing the workability, and even improving the compressive strength at both the 7 and 28 days. Thus, further improvements of UHPC mixtures can be envisaged by replacing, simultaneously, part of the binder (cement+SF) and part of the fine aggregate by ECat, without impairing other properties like workability, compressive strength and durability. It should be mentioned also that a decrease of shrinkage deformations is also expected after the inclusion of fibres. Finally, the incorporation of ECat in UHPFRC saves landfill usage, turning an otherwise polluting waste into a value-added by-product.
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Also, two important instruments of the Action are now under way: the Extended Round Robin Testing Program (RRT*), and the numerical benchmarking. The RRT* is currently involving 43 laboratories.
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